Political Psychology

Situations, Individuals, and Cases

David Patrick Houghton
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For almost as long as I can remember, I have always been interested in the causes of political, economic, and other social behaviors, though it took me a long time to realize that what I was most interested in had a name and formed an academic field in its own right: “political psychology.” In fact, it was not until I moved to the United States as a graduate student that I found what I was looking for. I was raised in the British university system, and cannot recall the term ever being used during my undergraduate years at Sheffield University (though thankfully it is now widely taught in Britain). I had begun my higher education as a student of economics. Rather naively believing that I would learn something about the causes of human economic behavior from microeconomics, I was dismayed to find that many economists simply assumed various things to be true about human behavior—treating them as “givens”—and then used these assumptions to build models of various sorts.

There is a very old joke about an engineer, a priest, and an economist who have fallen down a cavernous hole. Naturally, they begin debating a way to get out of this predicament, and after a little thought each comes up with a proposal. The engineer says “let’s make footholds at various points by climbing on one another’s shoulders, which will enable us to clamber out of the hole.” The priest goes next, and not unexpectedly offers a more spiritual solution. “Let us all join hands and pray to God. He will find an answer to our problem.” Then it is the economist’s turn. He thinks a bit more for a moment, and then simply says to the others, “assume a ladder!” The microeconomics teachers tried in vain to fill my head with preference curves and shifting lines on graphs, based on assumptions about human behavior (perfect information, the non-existence of advertising, and so on) which they admitted were manifestly untrue. They nevertheless recommended proceeding (after Milton Friedman) “as if” they were true. This was definitely not what I was looking for, and I didn’t last long at it. I didn’t want to assume anything about human behavior. I wanted to know how people actually thought in the real world, and why.
Though it had no course in political psychology per se, the Department of Politics at Sheffield nevertheless provided me with an excellent undergraduate education. The consistently fascinating political theorist Anthony Arblaster introduced me to Stanley Milgram’s electric shock experiments and to Hannah Arendt’s book on the banality of evil, *Eichmann in Jerusalem*, both works which are discussed later in this book and which fascinate me to this day. At the same time, in my first year I took courses in the Psychology Department, but whatever they tried to teach me didn’t really stick in my mind for long. They seemed more interested in observing the learning behavior (or otherwise) of laboratory rats, writing up endless research designs and talking about the physiological makeup of the brain. Ironically, I would later see how important these are to an understanding of political behavior, but at the time I came away with the distinct but utterly mistaken impression that psychology and political science were almost hermetically sealed disciplines with very little to say to one another. In my second year I was required to pick either psychology or politics, and politics, which I had realized is interested in the empirical study of voting behavior, for instance, not just in assumptions about how people vote or ought to do so, seemed the more promising route at the time.

It was not until I arrived in the United States for the first time in my early twenties that I gradually began to get the sense that the field this book covers actually existed. I had chosen another excellent place to study—the Department of Political Science at the University of Pittsburgh, a location grittily similar to its post-industrial steel town cousin in England, Sheffield. One of my greatest regrets about my student years is that I never got a chance to take a course with the late, great Herbert Simon of Carnegie Mellon University, for if I had, all would have been revealed much earlier than it was. As a University of Pittsburgh student, it was possible to cross-register for courses at Carnegie Mellon (which is a matter of minutes away from Pitt on foot), but Simon was a legend across a variety of academic fields, and his courses were always full. I was lucky enough at Pitt to take Jon Hurwitz’s “Mass Politics” course, though, which fuelled my interest in the psychology of mass behavior and balanced out my primary interest in how elites think and act.

Ironically it was in one of the last courses I ever took as a student that I finally found my calling and belatedly “discovered” the traditions which form the backbone of this book. At that time, Brian Ripley—who would later become a very good friend and co-author—used to teach a course at Pittsburgh called “Culture and Cognition in Foreign Policy.” I wasn’t at all sure initially what this title meant, but after talking to Brian I decided to give it a try. The best teacher I’ve ever known, Brian skillfully introduced me to the topic of foreign policy decision-making, much of which—I found to my great delight—actually used cognitive and social psychological theories to explain
decision-making. As I got deeper and deeper into the topic, I realized that this was the tradition I had been searching for on and off for years, the tradition not just of Herbert Simon but of other greats in the field such as Alexander George, Robert Jervis, Ole Holsti, Ned Lebow, and others. I wrote a PhD dissertation on the topic of analogical reasoning in domestic and foreign policy, later wrote a book about decision-making during the Iran hostage crisis from this perspective, and have been publishing articles on this subject and others now for a decade or so. I have consciously tried, though, not to overload this book with my own rather humble contributions.

While a couple of excellent textbooks introducing students to political psychology have recently been published—after a long period in which virtually all of the existing texts had gone out of print—neither quite mirrors what I like to teach my undergraduates closely enough. That is understandable: political psychology is a highly idiosyncratic discipline, and different professors teach it in different ways. I wrote this book for the same reason many academics write textbooks: I could not find an existing work that covered in a single volume all the things I wanted to talk about. In particular, I wanted to write a book which (a) would define “political psychology” broadly to include work by psychologists and researchers who—while writing about inherently political topics—did or do not primarily identify themselves as “political” psychologists, (b) would do equal justice to the situationist and dispositionist traditions within psychology, and (c) included a general introduction that would have some sort of explicit organizing device that would be useful for teaching purposes. So here it is. Naturally, I hope it serves these purposes for others as well, or at least that it will convince others who teach courses called “political psychology” to include weeks on subjects dealt with here that they would not normally have covered. I hope it will also serve as a useful introductory text both for those who specialize in mass political behaviors such as electoral choice and those who examine leaders and elites in the context of international relations and foreign policy. All too often, these two “camps” within political psychology proceed independently of one another, but I hope this book will appeal to specialists within both.

Various people helped me during the writing of this book. I would especially like to acknowledge the help of Anna Carroll, Michael Kerns, Sarah Phillips, and Elizabeth Renner at Routledge: Michael in particular encouraged me to pursue this project when it was just a sketchy idea on an email attachment, and the expert editing of Anna and Elizabeth improved the manuscript immeasurably. Various anonymous reviewers also provided helpful comments which have been incorporated into the text. Marco Iacoboni of UCLA and Jeff Bedwell of UCF both helped me considerably with ideas for Chapter 11 on neuroscience, a topic which was mostly new to me since when I received my
PhD it was but a glint in the eye of most political psychologists (if that). Jeff was also kind enough to read an earlier draft of that chapter, patiently correcting some of my misconceptions. David Pearl of Washington State University also stimulated my interest in the topic of neuroscience, and I thank him for prompting me to catch up with some of the most cutting-edge methods that today’s political psychology graduate students are being taught. Stephen Dyson, a former student of mine from my time at Essex University and now an assistant professor at the University of Connecticut, had a similar effect on me with regard to the latest work that’s being done on operational code analysis, and I thank him also.

During the writing of this book, I tried out the drafts of most of the chapters on my students in POS4206 Political Psychology at UCF. My thanks are due to everyone in those classes who served as guinea pigs for my ideas and rough first efforts. Special thanks are due to those class members who offered me comments, advice, and encouragement along the way, even if it was sometimes just pointing out typos and misnamed TV shows I had referenced! I would especially like to acknowledge (in alphabetical order) Dacia Anderson, Frederick Ayer, Brendan Byrne, Michael Carrano, Travis Dawry, Lacey Fitzpatrick, Maggie Fundora, Dale Greenstein, Patrick Hines, Kenny Klamper, Bennett Lessmann, David Magovern, Genevieve Napolitano, and Kimberleigh Swift. I know you will all go on to do great things in life.

This book, like its predecessors, would not have been possible were it not for the constant love and encouragement of my parents. My time in further education would also have been impossible without their financial bail-outs of my overdrawn bank accounts along the way, and I thank them for that too. Finishing a book also allows you to spend a lot more time with your immediate family as well, who always suffer from neglect when you are closed away in a room tapping on the computer keys. I thank my wife Annabelle, daughter Isabelle and son Carlos for their love and patience, especially Annabelle, who dutifully entertained the kids at places like Disneyworld and Universal Studios while Dad stayed home writing, napping between paragraphs, and having the occasional Margarita for inspiration. Hopefully, my fathering techniques will improve from now on.

Orlando, Florida
April 2008
Introduction
Chapter 1

The Conceptual Scheme of This Book

The photographs did not lie. American soldiers, male and female, grinning and pointing at the genitals of naked, frightened Iraqi prisoners; an Iraqi man, unclothed and leashed like a dog, groveling on the floor in front of his female guard; a prisoner standing on a box with a sandbag over his head and wires attached to his body beneath a poncho. These were not enemy propaganda pictures; these showed real atrocities actually inflicted by Americans.¹

In early 2004, The New Yorker and the CBS program 60 Minutes II shocked America and the world by publishing revolting pictures of the torture and humiliation of detainees by American soldiers at the now infamous Abu Ghraib prison in Iraq. Ironically, the prison had been used for years to house anyone whom Iraq’s former dictator Saddam Hussein considered a potential enemy or threat to his power, and countless Iraqis had undergone agonizing torture and/or summary execution there. And now here were the representatives of the United States, supposedly Iraq’s liberator, engaging in human rights abuses, and capturing it on film. More than anything else, perhaps, the pictures did most to undermine America’s legitimacy in Iraq early on. After numerous investigations narrowly confined to the lowest level of the chain of command, seven individuals were eventually put on trial for the abuses committed at Abu Ghraib.

In his marvelous book The Lucifer Effect, social psychologist Philip Zimbardo argues that the scandal at Abu Ghraib—in which ordinary, psychologically “normal” prison guards tortured and humiliated Iraqi prisoners—was in large part a result not of the characteristics of the individuals themselves, but of the strong situational forces they faced.² As Zimbardo puts it, he was “shocked but not surprised” by the horrors of Abu Ghraib when the scandal erupted in May 2004, as dramatic images of prisoner abuse spread around the world via television and the internet:
The media and the “person in the street” around the globe asked how such evil deeds could be perpetrated by these seven men and women, whom military leaders had labeled as “rogue soldiers” and “a few bad apples.” Instead, I wondered what circumstances in that prison cell block could have tipped the balance and led even good soldiers to do such bad things. To be sure, advancing a situational analysis for such crimes does not excuse them or make them morally acceptable; rather, I needed to find the meaning in this madness. I wanted to understand how it was possible for the characters of these young people to be so transformed in such a short time that they could do these unthinkable deeds.  

Zimbardo’s handy distinction between “the apple” and “the barrel” provides a useful way of explaining what we mean by the terms situationism and dispositionism, a distinction that is going to be critical to this entire book. Were the appalling events at Abu Ghraib caused by “bad apples,” or was the barrel itself turning the apples inside it rotten? In this book, situationism is defined as an approach in which the environment or situation that surrounds the individual—in Zimbardo’s terms, “the barrel”—is considered most important in shaping an actor’s behavior; dispositionism, on the other hand, is defined as an approach in which the individual actor—his or her beliefs, values and personality, or “the apple” in Zimbardo’s parlance—are considered most significant in this respect. We can think of behavior as driven by internal causes (dispositions) or external causes (situations), or of course by some combination of both. Within the situational camp there are various forms of external causes that are held to shape behavior, from the position our country occupies within the international system to the immediate social roles we play in our daily lives. Inside the dispositionist approach, a diversity of approaches as to what causes the behaviors of individuals—their knowledge structures, beliefs, personalities, and so on—are present as well. We will use this simple distinction to explain and contrast a variety of psychological theories of relevance to an understanding of politics, and then show how these can be used to explain genocide, voting behavior, racism, nationalism, conflict between states, and a variety of other political behaviors.  

The distinction between dispositional and situational factors as forces acting on behavior has long been central to social psychology, and it continues to be utilized by major scholars in that field today. Many social psychologists come down on the situationist side of the debate. Most of us, on the other hand, are instinctive dispositionists. We like to think that we are—who we are—what we believe about the world and the kind of personality we have—exerts a fundamental impact on our behavior. Our political and legal systems largely just assume that this is so, holding us primarily responsible for our actions. We tend to recoil
from the view presented by much research in social psychology, which suggests that (for most people, at least) the character of the situation we are facing—where we are—matters more than our own characters to a greater extent than we could ever imagine. And we like to think that our political behaviors—how we vote, what form our political participation takes, how tolerant we are and so on—are shaped by who we are as well. But is this true? This is the central question this book poses and the issue around which the organization of the book revolves.

One interesting thing to note is that this kind of distinction between the individual and his or her environment appears in practically every discipline which analyzes social behavior. In political science and especially in the subfield of international relations, a distinction is drawn between “levels of analysis” or “agents” and “structures.” International relations theory reflects a division between dispositionists (especially those who study the psychological aspects of foreign policy decision-making) and situationists (including neorealists like Kenneth Waltz and neoliberals like Robert Keohane). In the analysis of foreign policy, situationist theories do exist, but have been drawn mostly from organizational theory rather than social psychology. In economics, there is a common distinction made between macro— and microeconomics (the latter examining the economics of the individual business or firm, the former the workings of the whole economy). In sociology, history, and other disciplines, there has long been a similar debate between those who believe that individuals drive events and those who counter that situational forces are more critical.

Another thing that is interesting to note is that political psychology has drawn overwhelmingly from the dispositionist side of the mother discipline of psychology. As Rose McDermott notes, much political psychology—at least as conventionally defined as an academic “discipline”—operates at the individual level of analysis, or is dispositionist in the sense that it assumes that individual actors “matter” and that their behavior can be traced to meaningful differences in our beliefs and personalities. Nevertheless, a large body of work within social psychology is far more hospitable to situationism than it is to dispositionism. Research on the ways in which social situations can shape behavior has had less impact on the development of political psychology than have Freudianism and modern cognitive psychology, each of which studies the human mind (though in rather different ways). Moreover, it is not always acknowledged in literature on political psychology that the findings of social psychologists like Stanley Milgram and Philip Zimbardo among others—though profoundly political in their implications—depart significantly from the idea that individual attributes are critical in shaping an individual’s behavior. The reasons for this are unclear, but we shall spend a good half of this book looking at prominent situationist arguments that attempt to explain some fundamental aspects of political behavior.
What is Political Behavior?

This is a book about political behavior, so it makes sense to be very clear at the outset what this term means. Broadly defined, political behavior refers to any type of activity designed to meet some political end. It encompasses the full range of political activities in which human beings engage, from extreme behaviors like terrorism and war to more “mundane” behaviors such as the act of voting. It includes the study of decision-making—both by voters and by elites in government—but is broader than this. It also encompasses questions as diverse as “why does racism occur?,” “why do human beings engage in genocide?,” “what determines how people vote?,” and “why do states go to war?” As you will see in what follows, there are different ways of answering these questions. Some follow the logic of economics in assuming that human beings are fundamentally rational, weighing up the costs and benefits of various actions available to them, while others are inspired by the social or group focus of sociology. Political psychologists, therefore, offer only one set of answers to questions like those posed above. Nevertheless, the purpose of this book is to show how compelling such answers can be.

What Determines our Behavior?

As Susan Fiske and Shelley Taylor (two prominent social psychologists) note, it can be hard to tell in practice whether a person’s behavior is driven by the external situation or by his or her internal dispositions. They provide a telling example. “If Beth is a mean, aggressive person to others because her sister beat her up as a kid,” they ask, “is the cause of her current behavior internal or external?” My most astute and thoughtful students eventually come to a realization of this problem when the scheme we will use in this book is presented to them: there is a sense in which nearly everything, one could argue, is ultimately situational. In other words, our cognitive beliefs or schemas—the mental categories we use to make sense of the world—are the product of experience. Many if not all of our dispositions presumably result from the situations we have been through. To employ Fiske and Taylor’s example, there is a sense in which Beth’s behavior is situationist because her current behavior derives from circumstances she faced in the past.

Situationism assumes, of course, that environment is everything. To offer one defense of dispositionism, this argument leaves out the possibility that we are genetically hard-wired—probably as the result of evolutionary mechanisms which have allowed us to maximize the survival of our species—to behave in certain ways. If this is so, we are born with certain dispositions already pre-packaged within us, and it is our dispositions that drive our behavior. It would
then be folly to deny human nature, treating individuals as if they were a “blank slate.” To offer another defense of a different kind for dispositionism, we know that different individuals respond in different ways to the same external situation, so what is it within us that shapes behavior? A situationist could respond, of course, that these differing individuals were previously exposed to different situations, and that it was the situations that shaped the differing dispositions and hence the differing responses. And so on. We could go on and on this way, tracing the story of causation further and further back. In social science this is called “infinite regression,” since we can keep on regressing through history, tracing the causes of causes back through time.

This is a complexity we shall leave until the conclusion of this book to discuss fully, though for now what follows is a brief overview to provide context for later content. For one thing, any good story has to start somewhere; we cannot, for purely practical reasons, consider all of human history in explaining an event. The Vietnam War was arguably caused in part from “overlearning” the lessons of World War II, for instance; World War II, in turn, arose because of the way European leaders had reacted to World War I. World War I, in turn, was caused in part by misperceptions between the major powers of the time, and so on and so on. In the comedy movie Airplane II, an oddball air traffic controller Jacobs is asked for a briefing on the fate of a missing plane. “Jacobs, I want to know absolutely everything that’s happened up till now!” his boss Steven McCroskey demands. Jacobs gives a bizarre answer. “First the earth cooled. Then the dinosaurs came but were too big and died and everything got rotten and turned into oil and the Arabs bought Mercedes Benzes. . . .” And he goes on in this vein.

In a sense, this is the “correct” answer—the coming and going of the dinosaurs probably is relevant if one wanted to create a full causal history of everything that has happened to that point in human history—but the reason his response is humorous is that there is a lot that we take as “given” in providing explanations; the character is violating the social norm that we conventionally leave some things that are considered obvious out of a causal explanation. We break into the causal chain, often without thinking about it, and consider only the proximate or most recent causes of an event.

There is, however, an inherent “gray area” between the concepts of dispositionism and situationism. As noted above, every theory can be characterized as situationist, since our dispositions are partly shaped by the situations we happen to have experienced throughout our lives. But there are two important points that must be made here: first of all, the reader should note that when we characterize a theory as “dispositionist,” we mean only that dispositions affect behavior in a proximate or immediate sense. Although our partisan identifications or our attitudes towards the use of military force may have been shaped
by situations originally, these eventually become lasting dispositions which vary little across elections and wars. Second—and even more importantly—most dispositionist approaches assume that individuals vary in their reactions to situations; Colin Powell took different lessons from the Vietnam War, for instance, than, say, Cyrus Vance or Jimmy Carter. People frequently take differing internal attitudes and beliefs away from precisely the same external situation.

There are different forms of dispositionism and situationism. Within the dispositionist school, for instance, there is at least one a key division: although both camps assume that it is our fundamental dispositions (and not the situations we confront) that shape behavior, one approach argues that we have different dispositions to one another; some of us believe X, while others believe Y, and these differing dispositions lead to different behaviors. A second camp within dispositionism, on the other hand, operates at a somewhat higher level of abstraction, arguing that we all share, as human beings, the same fundamental predispositions. Within this second approach, for instance, the classic “realist” Hans Morgenthau (who held a rather dark view of human nature, drawing on the tradition of Hobbes and Machiavelli) argued that the persistence of war throughout human history can be attributed to human nature (to unchanging dispositions, put simply).

Similarly, biopolitical approaches—though many of these view human dispositions in a fundamentally different way from Morgenthau and his followers—share the view that we are born genetically “hard-wired” with certain dispositions already built in. Evolutionary processes and natural selection have ensured that these features are present at birth, so that we are not “blank slates,” prey to whatever situational forces push or pull us along. Since in future chapters we will occasionally allude to biopolitical approaches, it is as well to make clear to the reader now why we place these approaches under the dispositionist umbrella rather than the situationist one.

As the reader will see in what follows, there are different forms of situationism as well. Some operate as direct pressures at the level of the immediate social group, as in the work on groupthink discussed in Chapter 6. Other direct and indirect forms are illustrated by Stanley Milgram’s experiments, where social etiquette, the force of authority figures and other social norms seem to shape behavior (Chapter 4). Other forms of situationism are even more general and subtle in nature, as in Philip Zimbardo’s Stanford experiment where widely accepted notions of how guards and prisoners ought to behave seem to have almost insidiously shaped the behavior of his subjects (Chapter 5). The situation may be the immediate social context, a group to which one belongs in the workplace, the wider social groups that shape our identities within society, and the push and pull of the allegiances we develop towards our nation and
state. And as we shall see in Chapter 16, what I shall call Kenneth Waltz’s “hyper-situationist” perspective—in which states respond almost exclusively to the roles assigned to them by the international system—represents the situational logic writ extremely large.

No attempt will be made in this book to resolve fully the debate between situationism and dispositionism—at least until the concluding chapter—and the reason for this partly has to do with the author’s objective in writing a book of this kind. There are essentially two styles of teaching: some instructors exclusively present their conception of the world and expect their students to accept it, at least after they have had the satisfaction of knocking down their views (should they dare to offer them) using skilled and pre-prepared put-downs which they have honed to a fine art over the years. The tone of the previous sentences tells you immediately that the present author is going to at least claim to be a teacher of the second sort: one who presents the student with rival views and then leaves it up to him or her to decide. There are two reasons for that: first of all, the teaching of politics should always be approached with a certain degree of humility. There are no definite answers to many questions in politics, and anyone who claims to have uncovered the “laws” of political behavior should be treated with a heavy dose of skepticism. Second, this book was written by an author young enough to recall being taught using both styles, and he found the first to be exceptionally grating when he was on the receiving end of it (especially where he disagreed with an instructor’s all-too-evident world view!)

While we will probably never be able to solve the riddle this book poses for good, one of its central purposes is to encourage you to think deeply about it as you read through chapters which make a case for one position or the other in explaining political behavior. As you will see as you read on, the remaining chapters are organized around the situationist–dispositionist distinction, and later chapters are intended to push you gently in one direction or the other without ever telling you exactly what to think. After reading this book you may determine you are a situationist, or a dispositionist; alternatively, you may adopt a more subtle approach which blends the two according to (say) the area of political behavior we are trying to explain. But that is up to you. As one prominent news organization in the United States likes to put it, “you decide.”

The Organization of the Book

Once we accept the idea that individuals do matter in politics and that situations do not totally predetermine responses, the next question becomes “how much and when do they matter?” Those influenced by social psychology contend that individual factors matter less than social pressures and the structure of the
situation. Those influenced by cognitive psychology and the much older psychoanalytic or psychodynamic tradition, on the other hand, tend to make the opposite argument. Broadly speaking, psychologists examining political questions have tended to favor the first approach, while political scientists have tended to draw on psychological theories which privilege the second.

This basic distinction provides the organizational basis of this book. In Part I, we examine a variety of especially influential approaches derived from social psychology which emphasize the nature of the situation as opposed to individuals and their characteristics. We begin with the ultimate situationist analysis, behaviorism. This is an approach which had an especially powerful influence on political psychology during the 1950s and 1960s, when the focus of both psychology and political science turned away from the study of the mind in favor of an emphasis on the supposedly more “scientific” concept of behavior. Examining the ideas of B.F. Skinner in particular, in Chapter 3 we shall consider Skinner’s argument that we would all be better off in a political state that deliberately conditioned its members to engage in “socially desirable” behaviors.

During the early 1960s, Stanley Milgram conducted what are probably the most ingenious (and, some would say, infamous) experiments ever conducted. Milgram’s work has had a major impact on the way we understand political obedience within authority structures, but for the moment the reader should note simply that his findings favor the notion that most—though perhaps not all—of us are capable of committing acts that violate our most basic moral precepts and beliefs, provided that the acts are encouraged and sanctioned by the social pressure of an authority we view as legitimate. Milgram’s work is used in Chapter 4 to try—in a very preliminary way—to understand the phenomenon of genocide, with a particular but not exclusive focus on the Nazi Holocaust of the 1930s. In the following chapter, Philip Zimbardo’s equally fascinating study of the behavior of “prisoners” and “guards”—the famous Stanford experiment—is placed under the microscope. Again, the focus here is on the demands of the situation, and the ways in which socially defined roles shape our behavior. Zimbardo’s work is used in Chapter 5 to shed light on the Abu Ghraib scandal.

Chapter 6, the last chapter in this section, examines group behavior, with particular emphasis on the work of Irving Janis on the ways in which individual behavior changes in response to group pressures. In his celebrated book Group-think, Janis argued that even the brightest individuals may “buckle” under social pressures of various kinds in decision-making groups; this often leads, Janis argued, to disastrous courses of action that might not have been pursued had the options been fully considered by individuals acting on their own. Here we will also devote particular attention to the two case studies that Janis himself felt best illustrated the phenomenon of groupthink—the 1961 Bay of Pigs fiasco and the
1965 decisions to “Americanize” the war in Vietnam, as well as criticisms of Janis’s approach and more recent perspectives on group decision-making.

Part II, the dispositionist section of the book, looks at individually based psychological theories. Whether justifiably or not, it has to be said that this body of work has had more influence on political psychology to date than the first, perhaps because it takes the idea that individuals matter rather further than the approaches so far discussed.

As we shall see in depth in Chapter 7, psychoanalytical approaches to understanding behavior had an early formative impact on the development of political psychology as a field in its own right. The work of Sigmund Freud and his followers left a strong imprint at the outset, in part because this new field within political science was founded at a time when psychodynamic theories were very much in vogue. Naturally, then, the figures instrumental in the movement which led to its development—notably Charles Merriam and Harold Lasswell—imported Freudian-style approaches to the study of politics.

The psychoanalytic imprint on political science spawned a whole tradition which is commonly referred to as psychobiography or psychohistory, and even today those influences continue to be felt. Works like Alexander George and Juliette George’s *Woodrow Wilson and Colonel House* and Doris Kearns Goodwin’s *Lyndon Johnson and the American Dream* set the standard within this influential subgenre, often arguing that childhood experiences are critical to future personality development and political performance. Taking their cue from their former teacher at the University of Chicago Harold Lasswell—who saw political behavior in part as the displacement of private or personal conflicts onto public life—George and George, for instance, argued that Woodrow Wilson’s inflexibility on issues such as the passage of the League of Nations Treaty stemmed from a need to compensate for Dr. Joseph Wilson’s supposed tendency to deny his young son affection and emotional rewards. In Chapter 7 we will examine this and other psychobiographic classics, as well as even more controversial but much newer contributions to this tradition.

The term “personality” is an elusive one which has been used in different ways in the literature on political psychology. It is sometimes utilized as a shorthand term for all of a person’s individual characteristics, including his or her beliefs. James David Barber’s *The Presidential Character*—a much criticized but endlessly thought-provoking study of presidential personality, and the leading work of comparative psychobiography—has been so influential that no textbook on political psychology could conceivably leave it out. This is examined along with other personality-based theories in Chapter 8, taking account of both the strengths and weaknesses of this kind of analysis. With the passage of time, however, approaches based on the study of leaders’ beliefs—most notably, operational code analysis—have partially supplanted the focus on more
amorphous concepts like personality, and the evolution of this kind of work is covered in this chapter as well.

Chapter 9 deals with the so-called “cognitive revolution” of the 1980s and 1990s. This movement within psychology has sought to sweep away many of the older Freudian-tinged approaches while still maintaining a basically dispositionist stance, and it has placed a new emphasis on the way that behavior is shaped by knowledge structures present in human memory. Schemas, scripts, analogies, and other knowledge structures are seen as the “building blocks” of the human mind, which then fundamentally influence the ways in which we process information. From this perspective human beings have increasingly come to be thought of as “cognitive misers” who often employ cognitive short cuts and heuristic devices when making decisions. Though this kind of cognitive economy is often necessary in a world in which we are constantly being bombarded with information, it is fraught with perils of various kinds.

Human beings are not just passive receptors and processors of information—what has been termed “cold” cognition—but are also influenced by “hot” processes such as anger, love, sadness, and so on. What was perhaps an overzealous focus on the cold aspects of cognition by political psychologists working in both the elite and mass behavior traditions during the 1980s and 1990s has in turn provoked a compensating emphasis on affect and emotion, and work in this vein is the topic of Chapter 10. Although there are considerable problems involved in the attempt to study emotion in a rigorous way, Chapter 11 examines one potential way forward with an overview of some very new and exciting developments in the study of neuroscience. These promise the potential development both of new theoretical approaches of relevance to politics as well as novel ways of testing our hypotheses, old and new. We are beginning to see the development within political psychology of something that might best be termed “political neuroscience,” involving the use of advanced techniques such as functional magnetic resonance imaging (fMRI). Advances in the imaging techniques that scientists use to map the human brain are beginning to be used in the study of voting behavior, for instance, to examine the emotions experienced by voters as they look at political stimuli like campaign ads.

The third and final section (Chapters 12 to 17) is more empirical. It attempts, in a preliminary way, to bring situationism and dispositionism together, and this conceptual device is used here to categorize theories which have tried to explain various empirical areas of political behavior. Chapter 15, for instance, asks to what extent acts of terrorism are typically carried out by psychologically “abnormal” individuals. Many people simply assume that terrorists must be mentally abnormal in some way or even deranged but recent research on the psychology of terrorist behavior by John Horgan, Andrew Silke, and others has
largely discounted this widely popular theory. Attempts to uncover a single “terrorist personality” (or to ascribe abnormalities like narcissism to all terrorists) have essentially come to naught, so in many ways we are left with the same conclusion Milgram drew in the case of genocide: namely, that most ordinary men and women are capable of committing acts of extreme violence. This chapter examines the research in this area which ascribes terrorism to situational forces and in particular the dynamics of group behavior. We will also examine theories of nationalism and ethnic conflict, racism and political intolerance, voting behavior and international security, asking in each case whether dispositionist or situationist approaches best account for the area of behavior in question. Finally, in Chapter 17 we will wrap up our discussion by suggesting ways in which situationism and dispositionism might be integrated with one another, and discussing possible conclusions that you could draw.

**The Power of Situations**

This may seem difficult for you really to imagine, but give it a try anyway. It will test your powers of imagination and empathy—you will really need to think yourself into the situation—but imagine that you are a young German growing up in the 1930s. You have been repeatedly exposed to images which (to you) convincingly portray Jews as greedy, lascivious, selfish individuals. You have grown up laughing at cartoons that depict Jews as deeply unattractive, obese, hook-nosed. Your schoolmates laugh at things like this too. Additionally, you have been increasingly socialized to feel active resentment against Jews. Like your friends, you view Jews as dirty, inferior, even less than human. They do not conform to the image of the idealized “German,” for they look like anything but the blond, muscular stereotype you have been taught to associate with the typical Aryan. You join the Hitler Youth in part because you have to, but you nevertheless feel sympathy with the situation in which you are embedded. After all, what other view is offered? Everyone thinks the same way you do, or appears to.

But perhaps you aren’t convinced deep down that there’s much to these crude attempts at dehumanization. Perhaps you are merely indifferent to the Jews, and you may even have a few Jewish neighbors and friends. They practice a different religion to yours and follow different customs. Some of them wear odd-looking clothing which gives them a different appearance to you, but you find this only a little more than curious. Their different cultural practices are not something you’ve given much thought to. You think of yourself as a moral individual with sound Christian values. Nothing, you tell yourself, could induce you to harm other human beings unless doing so was necessary for your own self-defense.
Then World War II starts; you are drafted into the German army. It turns out, to your huge relief, that you are not to be sent to the Russian front. Instead, you are given the job of herding captured Jews and their families onto trains. The particular trains you are working with today are destined for a place called Dachau. Many of the Jews—women and children mostly, but some men too—are crying. Mothers call out for their children, husbands for wives. This bothers you at first, but after a while all you feel is boredom and impatience. You begin to feel “outside yourself.” You have a job to do. You know that these people are being transported to their deaths, but it’s not as if you are killing these people yourself. You are, in a sense, just a cog in a wheel, part of a bigger process beyond your control. You don’t feel responsible, unpleasant though the work is. Your job is to process the transportation of a list of names. You make the trains run on time. You never seriously consider not following the orders you’ve been given; you are, after all, a soldier trained to follow the instructions given to you by your superiors.

The next scenario may be only slightly easier to imagine. You are an American in New York City little more than twenty years later, watching a late night re-run of the Tonight Show with Johnny Carson. Suddenly you hear a woman screaming outside in the street. New York is a crazy place, but something about the woman’s screams seems very real, desperate, and above all genuine. Your curiosity is piqued. You move away from the television and gaze out of your apartment window. You see a woman being attacked. An apparently deranged man is chasing her. He catches up to her and stab repeatedly with a knife as she falls. You can’t believe what you are seeing, but you also notice that other people are watching as well. You see that a few people are standing on their fire escapes, and still more people are sticking their heads out of windows watching the scene unfold. You have a telephone in your apartment. Should you call the police? You debate this for a while, but then—perhaps to your own surprise—you find yourself going back to the TV show. After all, so many people saw what happened that someone must have already called the cops. You feel disturbed at what you saw, sure, but you don’t actually do anything. It takes you a while to get to sleep that night, but you convince yourself that someone must have helped the unfortunate woman.

It is the mid-1980s. You work for a company called Morton-Thiokol, and you are an expert on something called “O-rings.” In short, these are the seals that connect the space shuttle to the solid rocket booster that propels the shuttle into space, and your company works with NASA as a major subcontractor. In a month or two the space shuttle is scheduled to take off from Cape Canaveral, but you’re deeply worried. The weather is unseasonably cold for the time of year in Florida. As an expert on the O-rings, you know that they have not been tested at the kind of temperature the shuttle will likely face.
on take-off. Your calculations tell you that the seals may well not survive the journey into space. You lie awake at night visualizing disaster if the launch goes ahead in these temperatures. Eventually, you pluck up the courage to tell your boss about your concerns. To your dismay, he is dismissive of what you have to say. He thinks you worry too much about O-rings because that’s what you happen to work with. “Look at the bigger picture,” he tells you. You try to warn others at the company, but most react the same way, saying the scientific data about temperatures are inconclusive. One even compares you disparagingly to the fictional children’s character Chicken Little, forever hollering that “the sky is falling.”

Successive launches are canceled over the next few weeks due to various mechanical failures, and frustration builds within both your company and NASA itself. Then comes the fateful day when the decision to launch seems imminent. There is a conference call between Morton-Thiokol and NASA officials. The latter are keen to go ahead with the launch, and so are the vast majority of the people around the conference table in your own company. But you are still gravely worried about the O-rings and the potential for catastrophe. One by one, the chair of the meeting asks the chief participants for their views—should we go ahead?—and one by one each participant answers in the affirmative. Then the chair asks “is there anyone here who feels that we should not go ahead?” Everyone in your own company knows full well that you have strong reservations, and all eyes turn warily and impatiently towards you. But then something remarkable happens inside you: you say nothing. You don’t press the issue of the O-rings, even though everyone expects you to harp on about it yet again. By your silence, you implicitly give your consent to something you feel is wrong, but a combination of factors holds you back from saying what you really think.

In late January the space shuttle finally takes off from Kennedy Space Center in central Florida. A stunned television audience watching in the United States and around the world looks on in horror as the shuttle disintegrates into fragments in the sky. The crew of seven astronauts are not killed instantly, but were probably unconscious as what was left of the shuttle hit the Atlantic Ocean. It is a devastating day for many people in the United States and overseas. Few of the decision-makers at NASA and Morton-Thiokol feel as bad as you do when a subsequent commission finds that the explosion was caused by the disintegration of an O-ring in the shuttle’s right solid rocket booster, the very calamity you had predicted and tried to warn your colleagues about. You were right all along. Why didn’t you speak up when you had the chance? Perhaps you could have forced NASA officials to wait until the temperatures at Cape Canaveral climbed. Perhaps there was something else you could have done. But in that critical meeting, you said nothing.
It is a few days after the attacks of September 11, 2001. You have just watched the horrific events of that day on a TV set in your home in Dearborn, Michigan. Like many other Americans, you feel powerless, angry. You want to serve your country in some way, to defend it against the kind of animals who slaughtered thousands of innocent people that day. You want to understand what motivated the terrorists to attack the World Trade Center and the Pentagon, of course, but most immediately you want to ensure that it doesn’t happen again. You want to do something. The next day, you enlist in the army, and within a few months you are informed that you are to be stationed at Guantanamo Bay. A year later, you fly out to Iraq as part of the U.S. invasion force. You visualize yourself on the front line, freeing the people of Iraq from a notorious tyrant. Before long, however, you are given a pretty boring assignment for which you have not been trained: guarding suspects who have been caught in the war against American forces. You are told that these prisoners are not to be given the rights traditionally accorded under the Geneva Conventions, which the United States signed in 1949. Nor should the treatment of these prisoners be affected by the fact that the United States has also signed the U.N. Convention Against Torture. Now to be honest, you’re not that sure what exact rights the Geneva Conventions or the Convention Against Torture afford captives. But you are told that you should soften up these “unlawful combatants.” And let’s be fair about this: these are, after all, people who do not themselves respect the Geneva Conventions. These are the kind of people who behead our prisoners on the internet. What rights do they deserve? You are told that these people are al-Qaeda, the scum of the earth.

You are required to use some forms of torture on the prisoners under your control, such as sleep deprivation, solitary confinement, sexual humiliation, enforced stress positions, keeping prisoners naked and in chains, the use of loud rock music, and the use of vicious dogs to intimidate captives. Gradually, you feel yourself crossing a line. You started out feeling so right about what you were doing. You came here to protect your country from another 9/11. And instead you are finding yourself performing acts that just don’t seem like things that American troops should be doing. There are whole families—women and children—in Abu Ghraib. Many of them don’t seem to have any kind of real intelligence to impart to you. Eventually, you find yourself taking photos of prisoners naked with sandbags on their heads, subjecting them to mock torture sessions and sending them off to what you discover are very real torture sessions carried out by specialized intelligence officials. How did we get here, you ask yourself? Is this what the United States stands for? Is this what you personally stand for?

As you probably know already or may have guessed, not one of the above scenarios refers to a fictional event. The first example of the German who has
been dehumanized to the plight of the Jews is drawn broadly from Christopher Browning’s interpretation of the Holocaust in his book *Ordinary Men*, which argues in part that racial stereotyping, demonization, and dehumanization of the Jews facilitated acts of mass killing by German policemen and helped make it possible for “ordinary men” to commit unthinkable atrocities, and on Daniel Goldhagen’s controversial *Hitler’s Willing Executioners*, which argues that a broadly held cultural anti-Semitism had existed in Germany for years (and even centuries) before the Holocaust. The second image of the largely indifferent German placidly obeying authority is based on Hannah Arendt’s interpretation of the Nazi pen-pusher Adolf Eichmann in her book *Eichmann in Jerusalem*, on the film about the same subject called *The Specialist*, and most of all on the research of the late social psychologist Stanley Milgram. As a young assistant professor of psychology in 1961, Milgram came up with an ingenious experiment we will examine in Chapter 4 which would simultaneously “make” his career and surround him with a controversy that would dog him for the rest of his life.

The supposedly imaginary attack on a young woman in which New York bystanders fail to act is drawn from the notorious murder of Kitty Genovese in 1964, a very real event which later inspired a deluge of psychological research into the conditions under which one individual will assist another in distress or danger. The dissenter who ultimately failed to pursue his disagreement in the shuttle case—the real-life *Challenger* shuttle disaster of 1986—was former Morton-Thiokol technician Roger Boisjoly, who has spent his life since urging others not to bow to social pressures and the demands of authority. And the Abu Ghraib scandal, as everyone knows, was all too real as well. The above interpretation of the roots of that scandal is based in particular on Philip Zimbardo’s *The Lucifer Effect*, on his own famous Stanford experiments from 1971 and on Rory Kennedy’s fascinating documentary film *Ghosts of Abu Ghraib*.

Even though all of these scenarios are real, very few of us anticipate ourselves actually doing the things you have been asked to imagine. We would all like to think of ourselves as the kind of person who would have sheltered Jews in our own home, refused to have anything to do with the deportation (let alone execution) of innocent human beings, called the police at the first sign of trouble outside our apartment, told NASA officials in no uncertain terms that its mission was headed for disaster, and refused under any circumstances to humiliate or torture other people. And yet a great deal of research in the field of social psychology suggests that the vast majority of people cannot be relied upon to respond in “moral” ways in real-life situations. One of Stanley Milgram’s most incisive findings was that—while most people strenuously deny that they would ever act in “immoral” ways if you pose dilemmas like the
ones presented here in the abstract—their behavior will often defy these expectations if you actually place them in the hypothesized situation. Similarly, Milgram’s fellow social psychologist Philip Zimbardo argues that ordinary decent human beings can be made to act in immoral ways by the environment in which they find themselves. In short, while most of us hold values and beliefs which we suppose will prevent us from acting in the ways suggested above, the power of the situation or environment may often override these values and beliefs. We will call this viewpoint *situationism* or *situational determinism*.

## The Power of Dispositions

A famous practitioner in the field of political psychology, Robert Jervis, uses the example of people sitting in a burning building to illustrate situationism in relation to political behavior, and we can readily adapt this for our own purposes. Suppose that a classroom in which you are sitting erupts spontaneously into flame. Or if this is too much of an imaginative stretch, imagine that someone has dropped a lighted cigarette, and the rather cheap, flammable carpeting in the room soon catches fire. It becomes obvious that the whole room will burn to the ground, or that we will all die of smoke inhalation if we remain where we are. We all make speedily for the exit.

Do we need to study individuals and their particular characteristics to explain behavior in this instance? It seems not. The character or structure of the situation itself determines our actions. If we don’t run for the exit, we shall meet with a very unpleasant death, most of us long before our time. We hadn’t planned on going out this way, and we’ll be damned if we sit around and let it happen. This approach to understanding human behavior is sometimes paired with the assumption of *rationality*, which assumes that human behavior is regularized and predictable. Because most of us at a minimum correctly perceive that we have an interest in self-preservation, we will accordingly leave the room before the flames engulf us.

At least some scenarios in human life are like the burning building example, in the sense that they leave relatively little leeway for human choice. Even in this example, though, there is at least some room for variation. For instance, if there are two exits to the room, what psychological characteristics affect the choice of one or the other? More interestingly, some of us may leave in an orderly fashion, while others may literally clamber over their classmates in a mad struggle to get out. Do moral concerns for others disappear in the stampede for the exits, or is this kind of situation one that brings out a basic nobility in some? Some (hopefully the professor, for instance) might adopt a leadership role, trying to organize the departure and maybe looking around for a fire extinguisher. On the other hand, at least one member of the class may be so
depressed at his or her prospects of passing the class that he or she actually chooses to remain in the room in order to “end it all.”

These are all quibbles in the sense that they don’t challenge the fundamental assumption that most of us, most of the time, will move speedily to the exit. There is a more telling objection, though. Most scenarios in politics actually cannot be meaningfully described as “burning buildings,” in the sense that they allow far more leeway for choice than the extreme example just given; this is so even in a situation of dire threat to the security of a nation, where everyone agrees that the “building” is in fact on fire. In real-life politics, the choices available are rarely so clear-cut as the issue of whether one exits a room, and the ambiguity of the situation is such that reasonable individuals very often disagree as to the proper course of action. As Jervis suggests, in politics there is often profound disagreement as to whether the room is even burning at all.

Consider again the examples we gave in the first section, in which situations tended to trump individuals. But we know that in many of these cases and others there are situations in which individuals “triumph” over the circumstances, not vice versa. Probably the most famous example in the Holocaust case was that of Oskar Schindler, whose life was dramatized in a book by the Australian novelist Thomas Keneally and later by Steven Spielberg in the film Schindler’s List. Schindler, though an unusual man in many respects and certainly an exceptionally brave one, was not alone in risking his life to save people he had never even met. Some individuals risk almost everything to act as a “whistleblower” in cases of manifest wrongdoing. The senior British civil servant Clive Ponting, for instance, not only lost his job but risked going to jail for revealing to the British Labor MP Tam Dalyell that the General Belgrano, an Argentine ship, had been outside the “exclusion zone” determined by the British government as the zone of war around the Falkland Islands in 1982. He leaked documents to Dalyell showing both this and the fact that the Belgrano had been steaming away from the exclusion zone when it was attacked and sunk by a British nuclear submarine. The British government, headed by then Prime Minister Margaret Thatcher, had claimed that the ship was inside the war zone and hence constituted a threat to British lives. Ponting was later unsuccessfully prosecuted under the U.K. Official Secrets Act—which does not permit civil servants to blow the whistle even when they possess evidence that the government has lied to the British public—but his career as a civil servant was of course finished.

Consider also how we know about the Abu Ghraib scandal. It is of course quite possible, given the proliferation of Abu Ghraib “trophy photos” over the internet, that we would eventually have found out about what went on in Saddam’s former prison behind the scenes. In fact, though, the scandal became public in large part because a couple of individuals of extraordinary courage and moral
sensibility—former U.S. military personnel Ken Davis and Joseph Darby—came forward to voice their moral concerns. They had to battle a military bureaucracy which apparently did not want to know what was happening at Abu Ghraib, and doing the right thing cost both their military careers. No one wanted to hear Davis’s claim that a suspect had been tortured to death at Abu Ghraib either.

Harold Lasswell, one of the great innovators in the study of political psychology, once wrote that “political science without biography is a form of taxidermy.” What he meant was that political scientists spend a great deal of time studying the structure or institutions within which particular individuals operate, rather than the characteristics of the individuals themselves; in other words, we all too often study the shells that encase political actors while simultaneously neglecting what lies inside. In this case, what lies inside is of course human individuals, but Lasswell was suggesting that just as one cannot understand the behavior of a rogue elephant (for instance) by looking at a stuffed version of the animal in a museum, one needs to look inside political institutions at real, living human beings in order to fully understand political action. This alternative to situationism we shall call *dispositionism*.

Traditionally, political psychology as studied by political scientists has adopted this latter approach in that it conventionally assumes that *individuals matter* in politics. This may seem like no more than good common sense, and many of us simply imagine it to be true by definition. Most of us also assume it to be true that individuals make a difference because we have been told that it is true, and we seldom reflect much upon it. But this book is going to encourage you continually to think more deeply about this issue: is the common belief that our individual characteristics shape our behavior accurate?

As an example of dispositionism at work, consider the much-studied Cuban missile crisis of 1962, when the CIA uncovered evidence that the Soviet Union was placing medium range inter-ballistic missiles (MRBMs) in Cuba. The missiles were capable of reaching as far as Chicago and New York City. President John F. Kennedy and his advisers were unanimous in the view that something must be done; this was viewed as an unacceptable political and military provocation which must be met with some kind of response. But that was as far as the agreement went. Even in this dire case, there was disagreement among Kennedy’s advisers as to the kind of threat that existed. The Joint Chiefs viewed this primarily as a military problem, for instance, while Defense Secretary Robert McNamara thought the threat was primarily political or symbolic. “A missile is a missile,” McNamara noted, and he argued that the new discovery did not objectively change the nuclear balance of power.

Even more critically, there was fundamental disagreement about how to respond to the situation. Some, including General Curtis LeMay, wanted to
launch an immediate air strike against the Soviet missile sites. Others wanted to negotiate with Cuban leader Fidel Castro or then Soviet Premier Nikita Khrushchev. Still others wanted to “quarantine” the island with a naval blockade as a means of demonstrating resolve and preventing any further Soviet shipments. All agreed that the building was on fire in some sense, but they disagreed on the extent of the conflagration and on what should be done to put it out.

A similar point can be made about the situation faced by George W. Bush after September 11, 2001. Most analysts can agree that there was no way—either morally, strategically, or politically—that any U.S. president could fail to respond to what the suicide bombers of al-Qaeda did on that day. But as inevitable as the “war on terrorism” Bush subsequently declared may have seemed at the time, it has become clearer in retrospect that the president did have several choices as to how he responded. Although we have to reason counterfactually on this, it seems likely that most if not all presidents would have attacked the Taliban in Afghanistan in some way, as the Bush administration did. Nevertheless, it seems equally unlikely that (say) President Al Gore would have invaded Iraq the following year. The same point could be made of FDR’s response to Pearl Harbor, since there were plenty of isolationists in Congress who would have restricted their reprisals to Japan rather than fighting a wider war.

Arguably—though each was earth-shattering in its impact—Pearl Harbor, the missile crisis, and 9/11 are not typical of everyday politics. They stand out in history precisely because they depart from normal, humdrum politics as usual. But they illustrate the fact that even in extreme circumstances decision-makers differ in what they see and hence in how they are likely to respond. Moreover, when we consider less memorable but still significant events in history, we find even more leeway for interpretation and choice. When we are not obviously compelled to act a certain way—as in a burning building—the menu of choices is greatly expanded, and the importance of our own psychological mindsets is correspondingly increased.

Having introduced the organizing framework that we are going to use in this book, we next need to explain what the study of political psychology involves. What is political psychology? When did students of political science first become interested in the application of psychological theory to political behavior? How has political psychology been studied in the past, and which psychological theories have influenced the ways in which we study political phenomena? These are the topics addressed in the next chapter.
“Political psychology” can be defined most simply as the study of the interaction between politics and psychology, particularly the impact of psychology on politics. If we can conceive of politics as the master discipline at the center of everything, linking to everything else—a rather contentious move, one must admit, but it was good enough for Aristotle—we can conceive of political science as a kind of Venn diagram with a center circle surrounded by overlapping ones. The intersecting area between economics and politics is called “political economy,” between sociology and politics “political sociology,” and so on. The intersection of mathematics and politics has developed its own specialized terminology—rational choice, formal theory or game theory—but it is essentially “mathematical politics.”

History, philosophy, geography, anthropology, and others could be depicted in Figure 2.1 as well—I have not shown the interconnections between (say) mathematics and economics because we’re not primarily interested in these here—but you get the general idea. Although different social scientists will of course conceive of different “master disciplines” at the center, this kind of scheme will make some sense to most political scientists. We can conceive of political psychology most easily as a bridge between two disciplines. Beyond this simple definition, however, a glance at some past issues of the academic journal dedicated to the intersecting area we are concerned with in this book—entitled, appropriately enough, Political Psychology—reveals that there are many different subfields, specialisms, and approaches within it. Consequently, there are many different ways of teaching a course in political psychology.

One distinction within political psychology is that one camp is interested in mass behavior such as how people vote, the impact of public opinion on government policies, and so on. The other focuses on elite behavior and how elite perceptions shape government policies, the impact of personality on leadership, foreign policy decision-making and so on. Another important
distinction in the field which we discuss later is that which exists between explanations of political behavior influenced by social psychology, which emphasize the impact of situations on behavior, and those influenced by cognitive psychology and the older tradition of abnormal psychology, which stress the importance of individual characteristics in shaping the way we behave.

Three observations ought to be made at the very outset about political psychology as a subspecialism within the study of political science. First of all, it is in comparative terms relatively new as a recognized academic field. Although pioneers like Harold Lasswell were studying the modern influence of psychology on politics as long ago as the 1920s, not many courses in political psychology were offered until the early 1970s. A *Handbook of Political Psychology*, the first of a subsequent series, appeared in 1973. At the same time a professional apparatus began to be created around the subject. The year 1977 saw the founding of the *International Society for Political Psychology* (ISPP), and the journal *Political Psychology* was founded two years later.

Second, the topic called “political psychology”—in this instance defined as a recognized field taught in universities—is genuinely international in focus. While it is especially dominated by U.S. scholars, it is becoming increasingly popular in Europe, Australasia and other parts of the world as well. The study
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**Figure 2.1** The relationship between political science and other fields.
of political psychology is a genuinely international enterprise today. As noted, political psychology is rather unusual in the sense that its major representative body—the ISPP—is truly global in nature, holding its meetings in places as far apart as Portland, Paris, and Portugal.

Many of the pioneers of the ideas that eventually coalesced into an academic field of study called “political psychology” came from Europe. The Viennese influence of Freud, which is described in a moment, provides an obvious case in point. But in a deeper sense, the topic matter of political psychology is as old as politics itself, for as long as people have reflected on the subject of politics, they have asked themselves the psychological question of why human beings act as they do. One of the first things one discovers in introductory political science classes is that every political world view is ultimately based on a view of human nature (and therefore a view of human psychology). Niccolò Machiavelli obviously had a very dark view of human psychology, and classical conservative thinking is generally more pessimistic on this score than classical liberalism. Furthermore, Thomas Hobbes, John Locke, and Jean-Jacques Rousseau each developed very different conceptions of the “state of nature,” a real or hypothesized condition without government in which the real nature of human beings becomes evident.

In a book which is now sadly out of print, William Stone and Paul Schaffner brilliantly trace the various deeper historical influences that had been brewing for centuries before political psychology emerged as a recognized academic subject in the twentieth century.2 “The recognition of a strong Germanic impetus to political psychology . . . does not suffice to do full justice to the continental contributions. Contrary to widely held beliefs, the field of political psychology as such originated with conservative authors in Latin countries,” they argue. In France, for example, conservative thinkers such as Hippolyte Taine and Gustav Le Bon began to develop “scientific” explanations of human political psychology in the 1800s. And in England—rather ironically given the relative neglect of the topic in U.K. universities—as early as 1908 Graham Wallas, a professor at the London School of Economics and Political Science (LSE), published a book which certainly qualified him as one of the founding fathers of the discipline. In his Human Nature in Politics, first published that year, Wallas issued a warning to those who saw every human decision and action as the result of a rational, intellectual process. “When men become conscious of psychological processes of which they have been unconscious or half conscious,” Wallas advised, “not only are they on their guard against the exploitation of those processes in themselves and others, but they become better able to control them from within.”3 The greatest contributions, of course, came from Vienna and Frankfurt. Thinkers such as Sigmund Freud and Erich Fromm in particular would have a special impact on the development of the field in the
United States, as detailed shortly in this chapter’s section on personality studies.

A third important thing to note is that political psychology is rather unusual as a specialism within political science in that much (though by no means all) of it operates at what is usually called the individual level of analysis. The study of international relations in particular commonly distinguishes between three basic kinds of explanation or “levels of analysis”: systemic, state, and individual. Are state actions driven by a state’s power or position within the international system? Or are the internal characteristics of states critical in shaping their outward behavior? Or is it ultimately the psychology of particular leaders that drives a state’s foreign policies?

Many of the theories one encounters within political science tend to operate at levels above that of the individual; in other words, they emphasize the importance of context or the nature of the times rather than the nature of individuals. Neorealist theory—which attributes a great deal of state behavior to a nation’s position within the international system (whether it is a superpower, a middle power, a weak power, and so on)—provides a particularly good example. Equally, Marxism tends to discount the role of individuals in history, ascribing to “material” factors a powerful causal effect which overwhelms the significance of particular individuals. Many theories derived from Marxism, such as dependency theory and world-systems theory, make much the same core assumption. Though it stems from a very different tradition, classic pluralism views the state as responsive to the competition between large organized groups, similarly leaving little room for individuals and their psychologies to “matter.”

As we have seen already, situational constraints are also emphasized by social psychology, which has had a particular impact on psychologists who turn to political topics. Nevertheless, “political psychology” as studied within political science has always had a particular appeal to those who believe that political actors—their beliefs, past life experiences, personalities, and so on—are at least somewhat significant in determining political outcomes. It has an instinctive appeal to those who believe that individual actors matter; that history is not just the story of how structures and contexts shape behavior, but of how individuals can themselves shape history and politics.

This is one thing most analysts of political psychology have in common. Beyond this, however, there is no real agreement as to which theories are most useful for the purpose of analyzing human behavior and decision-making. As William McGuire has noted in an oft-cited chapter, the nature of what he calls the “poli–psy relationship” has evolved through a number of historical phases during the last eighty years or so. The kind of theories that have been in vogue within the discipline of psychology has changed over time; moreover, since
psychology has mostly influenced political science (rather than the other way round), the trends in political psychology have tracked or followed trends within the mother discipline of psychology. McGuire identifies three broad phases in the development of political psychology:

1. the era of personality studies in the 1940s and 1950s dominated by psychoanalysis
2. the era of political attitudes and voting behavior studies in the 1960s and 1970s characterized by the popularity of “rational man” assumptions, and
3. an era since the 1980s and 1990s which has focused on political beliefs, information processing and decision-making, and has dealt in particular with international politics.

**Personality Studies**

Many of the early studies within political psychology—that is, in the 1940s and 1950s—focused on personality, and reflected in particular psychoanalytic theory, then prevalent within psychology. This led to the appearance of many works of what might be called “psychohistory” or “psychobiography.” An early and still vibrant approach to studying leadership, these focus on the personality characteristics of political leaders, and on how these characteristics affect their performance in office. Amongst other things, Freudian or psychoanalytic theory analysis is particularly suited to the analysis of personality because it breaks down the drives or motivations that lie, or are alleged to lie, within human beings. Sigmund Freud regarded many of these motivations as *unconscious* in nature, revealing themselves only through dreams and slips of the tongue (the famous “Freudian slips”). According to Freud, we are all born with what he called an *id*, an *ego*, and a *superego*. Freud believed that the id is essentially the child within us. It seeks pleasure and instant gratification. In the case of a baby or a very young child, they seek whatever feels good at the time, with no consideration for the morality of the situation or anything else. The id isn’t concerned with external reality or about the needs of anyone else. When the id wants something, nothing else is important. It is operated by what Freud called the “pleasure principle.”

Within the next few years, as the child interacts more and more with the world, the second part of its personality develops. Freud called this part the *ego*, which is based on the “reality principle.” The ego understands that other people have needs and desires and that sometimes being impulsive or selfish can hurt us in the long run. It’s the ego’s job to meet the needs of the id, while taking into consideration the reality of the situation. By the age of five, or the end of the phallic stage of development, the child’s *superego* develops. The
superego is the moral part of us and develops due to the moral and ethical restraints placed on us by our parents or guardians. Many equate the superego with the conscience, as it dictates our belief in what is right or wrong.

In a healthy person, according to Freud, the ego needs to be the strongest of the three components so that it can act as a mediator between the demands of the id and the superego, while still taking external reality into consideration. If the id becomes too strong, self-centered, impulsive behavior rules the individual’s life. On the other hand, if the superego becomes too strong, rigid, uncompromising, and moralistic behavior takes over. The ego’s task of mediating between these two impulses is far from straightforward and may create various psychological conflicts. The id is a kind of devil on one shoulder, while the superego is the angel on the other; both speak to us simultaneously, creating a kind of motivational tug of war within. We listen to both impulses, take in their differing perspectives and then make a decision. This decision is the ego talking, the one looking for that mediating balance between the two other elements. But because this balancing act is often difficult to do, Freud argued that the ego has certain “defense mechanisms” which help it function. When the ego has a truly difficult time reconciling the impulses of both id and superego, it will employ one or more of these defenses. They include displacement, denial, repression, and transference, all of which (Freud believed) served as insulation mechanisms to protect the ego.

Along with the former American ambassador William Bullitt, Freud himself would venture into the writing of political psychobiography. But his primary impact on the genre came via his influence over others. The role of the unconscious motives, childhood development, and compensatory defense mechanisms would all have a particularly marked impact on the development of political psychobiography during these early years. Most of all, it was Charles Merriam and Harold Lasswell, two of the founding fathers of political psychology, who took Freud’s ideas and applied them to the study of politics. Merriam was a primary intellectual influence on Lasswell as his teacher, but because it was the latter who put these ideas down on paper and developed them, Lasswell is often seen as the first American political psychologist and sometimes the first political psychologist per se. Lasswell’s book *Psycho-pathology and Politics*, published originally in 1930, was a landmark in this respect, as was *Power and Personality*, which first appeared in 1948. Unlike many later political psychologists, Lasswell actually took the time to train himself in what were then the latest developments in Freudian psychoanalysis. As a result, he came to argue that what he called the “political personality” results from the displacement of private problems onto public life. His main contention was that “political movements derive their vitality from the displacement of private affect upon public objects.” Power may be sought to
overcome low self-esteem, for instance, being “expected to overcome low estimates of the self, by changing either the traits of the self or the environment.” Individuals who went into politics, in other words, often sought political power as a compensation for something else.

Alexander George and Juliette George’s *Woodrow Wilson and Colonel House* is heavily influenced by this kind of approach. In fact, there is an intellectual chain connecting Merriam to Lasswell and the Georges; Merriam taught Lasswell the importance of the psychological aspects of politics, which he then passed on to the Georges at the University of Chicago, which became a kind of intellectual hothouse for the early development of political psychology in America. Though not overtly couched in Freud’s language, the text traces much of Woodrow Wilson’s adult political behavior to his childhood experiences at the hands of a supposedly stern Presbyterian minister father. Because the father allegedly never showed the son affection or congratulated him on his performance in general, Wilson sought the love of the American people as a kind of compensation. The fame and controversy of *Woodrow Wilson and Colonel House* in turn influenced a whole host of works like Doris Kearns Goodwin’s *Lyndon Johnson and the American Dream* and Betty Glad’s *Jimmy Carter: In Search of the Great White House*.

**Attitudes and Voting Behavior**

In the second phase of the history of political psychology, the focus shifted from personality and culture to attitudes and voting behavior. Large-scale survey research, rather than the qualitative analyses of works of psychobiography, became the preferred method of the day. At this point, political psychology also moved from psychoanalysis to an approach more suited to the study of attitudes—cognitive consistency theory—and/or a perspective more suited to the “scientific” study of behavior. Behavioralism is the subject of our next chapter, so we will leave that topic for a moment, but according to cognitive consistency or cognitive balance theories, inconsistencies among a person’s attitudes cause an uncomfortable state of tension. Leon Festinger famously referred to this as a state of “cognitive dissonance.” Because human beings are unhappy with inconsistencies of this sort, they are motivated to reduce the degree of dissonance in some way. For example, during World War II the United States formed an alliance with the Soviet Union against Nazi Germany. Clearly, this made the most virulent of anti-Communists in the United States decidedly uncomfortable, but these individuals could reduce the degree of dissonance by adding a third statement or belief to the mix: alliances are marriages of convenience, sometimes necessary to achieve moral ends. Robert Jervis’s best known work within international relations draws upon this kind of theorizing.
Angus Campbell and his colleagues developed a model of voting in their book *The American Voter* which was explicitly psychological in its emphasis. While Paul Lazarsfeld and others had begun from the position that social and economic factors directly determine how one votes, Campbell and his colleagues argued that a subjective, psychological variable plays an *intervening* role between objective situationist factors and the vote. In their formative years, voters develop a long-term, enduring attachment to a particular political party. This can take the form of a knee-jerk, almost religious form of loyalty to one party. Campbell and his colleagues believed that these strong psychologically attached blocks of voters were relatively static over time, forming about two-thirds of the voting electorate. It was the one-third of “independent” voters—who for some reason failed to develop this psychological loyalty—who actually decided the results of presidential elections, since they formed a kind of “swing vote” at the center. This model also implicitly drew upon cognitive consistency theory, for it suggested that strong partisans simply screened out or rationalized away unfavorable information about their own party which came to them during the election campaign, and would vote for parties whose views they didn’t even agree with on some issues (as Southern Democrats who opposed greater racial integration did for some years after the passage of the civil rights legislation of the mid-1960s). The work of Philip Converse in particular argued that most voters lacked an internally consistent system of attitudes and beliefs, relying instead on long-term party ties in deciding how to vote. Strong partisans would explain away poor economic performance as the product of something other than their party’s own policy choices. Faced with the suspicion that Adlai Stevenson was a weak standard bearer for the Democratic Party in 1956, rock-solid Democrats would reduce the dissonance caused by simply downplaying or screening out the information. Rock-solid Republicans could be expected to do the same when their own standard bearer in 1964, Barry Goldwater, appeared extreme in his views and perhaps even dangerous to world peace.

At the same time, rational actor theory or rational choice—a field drawn not from psychology but from mathematics and economics, as we noted earlier—began to exert increasing importance as a model of voting behavior in its own right, forming a rival to the party identification model. This approach argued that voters were in fact more highly informed than the party identification approach had allowed for, assuming that voters actually cast their ballot on the basis of the “fit” between their own attitudes and the issue positions of the parties. Proponents of this approach often assumed, for example, that voters would cast their ballots on the basis of how well their own finances had fared over the previous four years, how well the country had fared, or some combination of the two. Anthony Downs’ *An Economic Theory of Democracy* became the
foundational text for this new approach.\textsuperscript{19} The contrast with the party identification model could not have been more clear; while the latter suggested that voters cast their ballots on the basis of long-term attachments or loyalties, the many proponents of the new approach suggested that electors came pretty close to the idea of “pure rationality” in their voting decisions. These two approaches correspond to two rival models of decision-making which Stephen Ansolabehere and Shanto Iyengar describe as “\textit{Homo economicus}” and “\textit{Homo psychologicus},” which co-exist rather uneasily today, as we will discuss shortly.\textsuperscript{20}

**Political Beliefs, Information Processing, and Decision-Making**

The third phase in the history of political psychology McGuire talks about can be seen coalescing during the second stage. Since the 1980s, cognitive approaches to political psychology—perspectives which emphasize the content of people’s knowledge structures in shaping decision-making and behavior in general—have been most influential within political psychology. This is not a single approach, but instead many perspectives; however, if one had to summarize the similarities between these various approaches, we could say that they all start from the assumption that human beings are inherently \textit{limited} creatures. Human individuals, unlike say computers, have a limited capacity to process incoming information, and many cognitive psychologists talk of humans as having a “limited cognitive capacity.” What do they mean by this? Well, ideally, to make a fully rational decision, you require \textit{all} the relevant information relating to that decision and you need to consider all the possible alternative courses of action available to you. But in the real world, we know that actual human beings possess neither perfect information nor inexhaustible stamina. The world is an incredibly complex place, and the average individual is constantly bombarded with information which no one brain can actually assimilate.

Suppose that every time you made a decision—of any kind—you had to gather all the information relevant to that decision. Let’s say, for instance, you wished to make a fully rational, fully informed decision about where to eat each night. To meet the exacting standards of pure rationality, you would in principle have to read all the menus of all the cafes and restaurants in your town or city. You would have to taste the leading dishes in each dining option that night, comparing taste and quality and price and deciding which represented the optimal choice given your preferences. In that way, you would as economists put it “maximize your utility,” selecting the best option relative to its cost. Of course, in reality human beings very rarely behave in this way. Instead, we often process information by means of what are generally called
cognitive “short cuts” or heuristics. These are devices for prematurely cutting short the search for information, which allow us to lump for one decision or another far more quickly than we otherwise would. In practice, we often pick the same restaurant or café we ate at last week or last month, with the expectation that if the food and/or price was good last time, it probably will be again.

The pioneer in developing this more realistic account of human decision-making behavior was an organizational theorist and political psychologist known as Herbert Simon, who came up with at least two highly significant concepts with which he will always be associated: “bounded rationality” and “satisficing behavior.” Human decision-makers are rational, he suggested, but only within the bounds of the information available to them (which is often either limited or too substantial to process). As a consequence, we often “satisfice” instead of “maximize” our utility. In other words, we frequently plump for the first acceptable option that will “do” out of a potentially limitless set of choices. So, for example, when you haven’t already decided where to eat one evening, you usually don’t walk up and down the entire length of the street (and the one adjoining it) looking each place over and comparing prices and quality in minute detail; instead, you generally pick the first place which is satisfactory. And this, on a different scale, is what policy-makers often do, according to the bounded rationality perspective: faced with a potentially limitless range of solutions to a problem, they choose the first available option that is acceptable. So for example, if you have a massive number of options, from A to Z, you will start at A; if that’s not OK, you move to B, then on to C, and so on until you find an acceptable solution (say D). You won’t go through the whole lot. D may not be the optimal, utility-maximizing choice—the best may actually be L or Q or Y—but you can’t consider everything.

Another short cut we shall discuss later in this book is the use of analogical reasoning. This is essentially the use of past situations in order to understand the present and predict the future. Faced with a new or very uncertain situation, decision-makers very often rely on historical analogies to make sense of what’s going on. “What does this look like to me?” is the question we consciously (but often subconsciously) ask ourselves. What in my past experience, or my knowledge of history, provides clues as to what is going on here? International relations abound with the use of historical analogies, and the use of schemas, scripts, and analogies as cognitive short cuts has been especially well studied and extensively analyzed in the field of foreign policy analysis.

**Homo Economicus and Homo Psychologicus**

As noted in the previous chapter, psychological perspectives provide only one set of approaches to understanding what drives political behavior, for the
development of modern political science has been influenced not simply by psychology but by economics as well. At present, two models of decision-making dominate our thinking about political behavior, one derived from economics, the other derived from psychology. Each is summarized in Table 2.1 below.

The first perspective—often referred to rather aptly as rational choice—constitutes a somewhat popular approach to the understanding of political behavior. However, although we shall occasionally return to this model of decision-making in the chapters which follow—indeed, we shall concede that this approach often lends valuable insights into political behavior—it is not (at least in the author’s view) properly considered an approach to political psychology. Although there has long been talk of combining the psychological and economistic approaches somehow to construct a single unified theory, no one has so far succeeded in doing so. Certainly, there have been efforts by rational choice theorists in particular to make their assumptions more realistic, but the great strength of *Homo economicus* is arguably that it provides a way of simplifying human behavior in a way designed to make the latter more or less predictable. Many economists use it as a set of simplifying assumptions in the full knowledge that these assumptions are not realistic, but utilize them nevertheless in the expectation that they will generate powerful models and predictions. As soon as the complexity and greater realism of *Homo psychologicus* is conceded, however, it becomes clear that much of human behavior is idiosyncratic and

<table>
<thead>
<tr>
<th>Table 2.1 A summary of the features of the <em>Homo economicus</em> and <em>Homo psychologicus</em> models</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Homo economicus</strong></td>
</tr>
<tr>
<td>• Humans are fully rational actors.</td>
</tr>
<tr>
<td>• They possess perfect information.</td>
</tr>
<tr>
<td>• Derived from microeconomics.</td>
</tr>
<tr>
<td>• Actor maximizes “subjective utility.”</td>
</tr>
<tr>
<td>• Actor weighs up the costs and benefits of various actions.</td>
</tr>
<tr>
<td>• He/she then selects the option that delivers the greatest benefits relative to cost (optimal choice).</td>
</tr>
<tr>
<td><strong>Homo psychologicus</strong></td>
</tr>
<tr>
<td>• “Boundedly rational” actor.</td>
</tr>
<tr>
<td>• Actors do not possess perfect information.</td>
</tr>
<tr>
<td>• There are limits to human beings’ processing abilities.</td>
</tr>
<tr>
<td>• Derives from social and cognitive psychology.</td>
</tr>
<tr>
<td>• Actor “satisfices” instead of maximizes utility.</td>
</tr>
<tr>
<td>• He/she employs various cognitive short cuts in order to manage “information overload” or a shortage of information.</td>
</tr>
<tr>
<td>• Group and broader social pressures may lead the actor to behave in non-rational ways, even contrary to his/her beliefs and values.</td>
</tr>
</tbody>
</table>
unpredictable. In any case, the remainder of this book focuses on the latter model, and though *Homo economicus* will frequently be referred to in what follows, it will mainly be used as a foil to *Homo psychologicus*. Unlike the former, political psychology as a field is highly *empirical*: it is concerned with describing and explaining how political agents actually do behave, and not primarily with how they ought to, or with making simplifying assumptions about reality. As we shall see, however, there is a great deal of disagreement among political psychologists as to what that reality looks like.

So far, we have outlined the differences between two very general approaches to the explanation of political behavior, situationism and dispositionism. We have described the history of political psychology in broad brushstrokes, setting the stage for the more detailed historical account that will follow in later chapters. And we have briefly described the *Homo psychologicus* approach which underpins this book and provides many of its underlying assumptions, as well as a rival perspective which draws upon economics. The next task, then, is to begin to pull apart the situationist and dispositionist perspectives, showing how these broad frameworks encompass a range of more specific theories and approaches. We shall begin this exercise with an example of a situationist theory par excellence: behaviorism, which treats human beings as a “blank slate.” Since we are all born without any basic predispositions, the approach contends, it is the social environment around us that essentially shapes our behaviors and, indeed, determines the kind of individuals we turn out to be.
Part I

The Situation
During the 1950s, the field of psychology was dominated by stimulus–response (S–R) behaviorism. During the height of behaviorism’s popularity, it was widely believed that we could essentially ignore what goes on inside people’s heads; this was thought *unmeasurable*, and therefore an inappropriate topic for scientific enquiry. Some behaviorists thought this was one way Freud had gone astray, for he was constantly attempting to uncover mental mechanisms which were largely hidden from view. Therefore, many behaviorists regarded this as plain bad science, since people’s “inner states” could not be directly observed. It was asserted instead that we should focus on what is *observable*, namely outward or overt behavior (hence the name “behaviorism”), since this can be measured and tested.

This perspective, like other psychological fashions, had a noticeable impact on political science; for one thing it gelled nicely with psychology’s aspiration (especially strong at that time) to become a “true science,” in the sense of a verified body of well tested theories that would eventually result in the accumulation of genuine knowledge. In a more specific sense, it also inspired political psychologists in this era. According to McGuire, during the 1950s, one of the major sources of “environmentalistic–theoretical inspiration” for political psychology “was the stimulus–response behaviorism that described how the individual’s political personality is conditioned by the stimuli, responses, drives, and reinforcements provided by society’s institutions.”

The founder of behaviorism was John B. Watson, who in turn influenced other prominent behaviorists such as Edward Thorndike and B.F. Skinner. Behaviorists tended to think of the human mind as a blank slate or *tabula rasa* onto which practically anything could be written using environmental conditioning. “In behaviorism, an infant’s talents and abilities didn’t matter because there was *no such thing* as a talent or an ability,” Steven Pinker notes. “Watson had banned them from psychology, together with other contents of the mind, such as ideas, beliefs, desires and feelings. They were subjective and
unmeasurable, he said, and unfit for science, which studies only objective and measurable things.” As noted at the end of the previous chapter, this was also an extreme form of situationism; the causes of behavior were to be found in the external environment, not inside the mind itself. During his keynote address to the 1990 American Psychological Association, for instance, B.F. Skinner—in a speech that would turn out to be his last—condemned the study of cognition and the human mind as “the creationism of psychology,” a classic statement of the view that we should study the environments that make individuals, not the ways in which individuals supposedly make these environments.

Absolutely central to all forms of behaviorism is the idea of *conditioning*. Most people have heard the famous story of Pavlov’s dog, which was trained to salivate at the sound of a bell. The dog was trained with meat powder; every time the experimenter rang the bell, an apparatus would drop a little tasty meat powder on the dog’s tongue. Eventually, the dog would salivate (the response) merely at the sound of the bell (the stimulus), since it had come to associate one thing with another. Pavlov’s study, conducted in 1927, is an example of what is called *classic conditioning*, which involves learning through reflex. Salivating is an involuntary reflex, but B.F. Skinner—while heavily influenced by Pavlov—was more interested in what became known as *operant conditioning*, in which voluntary behavior is modified. We learn something because it is immediately followed by a pleasant effect known as *reinforcement*. This was Skinner’s own contribution to behaviorism, and it led to his argument that human beings could be trained through conditioning to engage in socially responsible behaviors and refrain from irresponsible ones, a position he outlined in his novel *Walden Two*.

Frazier, the hero of *Walden Two* and a thinly disguised version of Skinner himself, derides politics and government as impotent to the task of improving people’s lives, though Skinner does not manage to abolish politics altogether; he creates an imaginary community ruled by “planner managers,” which call to mind Plato’s “philosopher kings.” Although overtly anti-political, Skinner imagined a society in which the contentiousness of politics had been done away with and replaced by science and reason. Professor of Psychology Professor Burris and his philosopher friend Castle are outsiders who visit the Utopian community of “Walden Two.” Although they find its inhabitants rather passionless and unusual, they discover that this is a happy community free from social problems like crime and drunkenness. For the first hundred pages or so of the novel, the reason for this being only partially clear, the focus is on the small, rather mundane ways in which the society has been reorganized (such as altering the temperatures in the cribs of babies). Later it becomes clear that Frazier has actively (and successfully) conditioned out human “imperfections”
such as jealousy from the members of Walden Two. “As to emotions—we aren’t free of them all, nor should we like to be,” Frazier says. “But the meaner and more annoying—the emotions which breed unhappiness—are almost unknown here, like unhappiness itself. We don’t need them any longer in our struggle for existence, and it’s easier on our circulatory system, and certainly pleasanter, to dispense with them.”

Although the novel was intended as what a novel is—fiction—it was also meant to suggest to its readers the possibility of creating such a society. For devotees of the behaviorist perspective, this approach held obvious social engineering implications. “If we turned society into a big Skinner box and controlled behavior deliberately rather than haphazardly, we could eliminate aggression, overpopulation, crowding, pollution, and inequality, and thereby attain utopia,” Skinner claimed. The radical political aspects of his thinking gained him a notoriety that has persisted long after his death; some even consider him “evil” today, although he was certainly well intentioned.8

In the film *Clockwork Orange* and in Anthony Burgess’s book of the same name, the ultraviolent young thug Alex is subjected to this kind of social experiment; captured by the state and taken into the care of a psychologist called Dr. Brodsky (who is obviously a follower of Watson and Skinner) Alex’s eyelids are forcibly held open. He is conditioned through watching horrific films to associate seeing acts of violence with becoming physically ill. As he watches acts of violence on the screen, he is given drugs that cause him to vomit. He is thus forcibly pacified, a process which Burgess calls the “Ludovico technique” in the novel.

Burgess himself gained a dose of undeserved notoriety when his book was made into a violent and disturbing film by the director Stanley Kubrick in the early 1970s. The point of his book was not to glorify violence, however, but to make a philosophical point about humanity and choice which runs directly counter to behaviorism’s aspirations to change society. As Burgess himself later put it, the novel was intended as “a vindication of free will.” In one scene in the book, Dr. Brodsky displays the reformed Alex in front of an audience, presumably a class lecture of some sort. “Our subject is, you see, impelled toward the good, by, paradoxically, being impelled towards evil,” Brodsky tells his audience. “The intention to act violently is accompanied by strong feelings of physical distress. To counter these, the subject has to switch to a diametrically opposed attitude.” One questioner protests, though, that Alex now “has no real choice, has he? [. . .] He ceases to be a wrongdoer. He ceases also to be a creature capable of moral choice.” Brodsky dismisses these points as “subtleties,” saying that we aren’t concerned with the ethical side of things, just with cutting down on crime. But the questioner’s point is that the ability to choose between right and wrong is what makes us human; take that away, and we
cease, in a way, to be a human being. The broader political implication, of course, is that the government has in a way done something more terrible to Alex than the crimes he has committed.

On the other hand, it is easy to see the social benefits of such techniques if they could be made to work. B.F. Skinner died some years ago, but he would probably respond to Anthony Burgess’s critique with something like the following. We are all already conditioned by the circumstances in which we live, as he often stressed. At present, this occurs randomly and in a haphazard way. But what if psychologists and psychiatrists, with the backing of the government of course, were allowed to condition the general population to behave in socially desirable ways, or at least not to behave in violent or antisocial ways? We would only be bringing order to a conditioning process that occurs naturally in any case. Take the example of the crime of rape. Though it is hard to measure this, many males in advanced industrial societies would probably not engage in rape even if society allowed them to do so. But we know from societies in which the gross mistreatment of women is common (for instance, Afghanistan under the Taliban) that a substantial number of men will in fact abuse women in various ways if the surrounding society allows or encourages this. But what if all males within a given population could be conditioned from a relatively young age (say, in their early teens) to find rape and other violent crimes abhorrent and barbaric? What if they could be taught to find these acts so disgusting that they became almost literally unthinkable? Would this not be a price worth paying? After all, freedom has to have limits, and we already recognize these limits by accepting various rules, laws, and forms of authority. While free will is obviously a desirable thing to preserve, few would defend the criminal’s right to rape, torture, or kill. Isn’t society better off, in the end, if Alex and his Droogs lose their right to make moral choices?

But, who gets to decide which behaviors are to be encouraged and which not? We can all agree that rape is undesirable, but how about reading pornography? What about the use of cocaine? Should all members of a society be conditioned to find drug use unthinkable? Should we be conditioned not to smoke tobacco or drink alcohol? The point here is that someone has to draw a line, and that line is socially determined and therefore politically contentious. To take a few famous examples, marijuana use is legal in licensed cafes in Holland but can land you a couple of nights in jail and a hefty fine not far away in London, England. Prostitution is legal in parts of Nevada but not in Ohio. In most places in the United States, you can own a gun when you are eighteen but cannot legally order a beer in a bar, while one can drink in a bar at eighteen—and sometimes rather earlier—in most of Western Europe but will have a hard time legally purchasing a firearm. Ironically, it is illegal to drink the bourbon whiskey Jack Daniels in the area where it is manufactured (which is a dry
county), while revelers can sup it in an open container along Bourbon Street, New Orleans. Women can be stoned to death for adultery in Iran, while the same transgression (by men or women) is merely frowned upon nowadays in the United States. There are endless other examples one could give, but the central point is that different societies (and even different parts of the same country) view questions of right and wrong very differently. This becomes especially apparent in a federal system like that of the United States, which has a patchwork quilt of laws that can confuse and perplex visitors to its shores.

Skinner himself was well aware of this problem. “Who is to construct the controlling environment and to what end?” he asked. “Autonomous man presumably controls himself in accordance with a built-in set of values; he works for what he finds good. But what will the putative controller find good, and will it be good for those he controls? Answers to questions of this sort are said, of course, to call for value judgments.”11 Skinner was also more than well aware of the argument that a conditioned human being ceases to be capable of making moral choices. Long before Burgess’s critique appeared, Skinner has the character called Castle criticize Frazier in Walden Two on the grounds that he has “taken the mainspring out of the watch;”12 in other words, he has taken from his subjects the things that make them human. Later Frazier directly addresses the free will question by suggesting that the notion is illusory in a society which is already randomly and haphazardly conditioned:

Our friend Castle is worried about the conflict between long-range dictatorship and freedom. Doesn’t he know he’s merely raising the old question of predestination and free will? All that happens is contained in an original plan, yet at every stage the individual seems to be making choices and determining the outcome. The same is true of Walden Two. Our members are practically always doing what they want to do—what they “choose” to do—but we see to it that they will want to do precisely the things which are best for themselves and the community. Their behavior is determined, yet they’re free.13

At another point, Frazier suggests that this philosophical point is just an unimportant quibble. “We don’t puzzle our little minds over the outcome of Love versus Duty,” he opines. “We simply arrange a world in which serious conflicts occur as seldom as possible or, with a little luck, not at all.”14

In a song they composed in the sixties, The Rolling Stones sang “I’m free to do what I want, any old time.” But Skinner questioned this kind of (very commonplace) notion that we are free simply because we get to do what we wish. In questioning the widespread notion that human beings make free and independent choices, Skinner suggested that concepts like human freedom and
dignity are in fact largely illusory; we want what we want because we have been conditioned to want that thing through positive reinforcers (rewards) and/or negative reinforcers (punishments). And in proposing that the state take control of the conditioning process, he seemed not only to raise the dangerous specter of totalitarianism, but to advocate it. In an era when Westerners had fought off the threat of fascism and were preoccupied with the challenge posed by global Communism, this set off alarm bells among a variety of critics. This is the dark side of Skinner’s thought, and it is what gained him the notoriety that persists long after his death among students and scholars who know relatively little about his work.

In the end, this debate—powerful though the issues are—may be a moot one, in the sense that most psychologists today question the capacity of conditioning to change people’s basic behaviors. In both the book and the film _Clockwork Orange_, the conditioning actually works. If the Ludovico technique seems far-fetched as a device, consider the real-life uses to which behaviorism was (and sometimes still is) put. Steven Pinker uses the example of religious groups who have tried to treat the “disease” of homosexuality. “Many techniques have been foisted on [gay men],” Pinker notes, “psychoanalysis, guilt mongering, and conditioning techniques that use impeccable fire-together-wire-together logic (for example, having them look at Playboy centerfolds while sexually aroused). The techniques are all failures.” Oddly, those who espouse such techniques rarely consider that the reverse procedure is equally unlikely to work. If Pat Robertson—who has condemned homosexuality as “a kind of bestiality”—stared at a gay magazine for long enough while sexually aroused, could such a technique make him a homosexual? Feel free to ponder this possibility yourself for a minute or two, but it seems doubtful that the well known televangelist would be successful, in the unlikely event that he should choose to cultivate what would for him be a rather radical change of lifestyle. Again, the problem with expecting such conditioning to work as Pinker sees it is that we are not “blank slates” inscribed with whatever is in the surrounding culture and environment. Our genetic hardware and neural networks—our dispositions, in the terms we have been using in this book—play a critical role as well.

It would be wrong to assert that conditioning never works—far from it. In general, however, behaviorist techniques seem to work best when only peripheral changes in behavior (as opposed to fundamental changes in lifestyle) are sought. Anxiety or panic disorders, for instance, are sometimes successfully treated using conditioning. Those suffering from panic attacks in social situations, for instance, are sometimes asked to confront their fears repeatedly in “safe” or simulated situations and may successfully learn not to feel anxiety when around people they don’t know. Most young lecturers confronting a class
of two hundred students for the first time feel quite nervous when they first experience this—as the author himself did some years ago—but in a sense one becomes “conditioned” by repeated exposure to this activity not to experience fear or discomfort.

Equally, it is clear that there are profound limits to behavioral modification via deliberate conditioning. The Irish soccer player George Best, for example, fought a long battle with alcoholism. Best was an extraordinarily gifted athlete who spent the height of his career with the English team Manchester United during the late 1960s and 1970s. He later finished his career in the United States in the now defunct North American Soccer League (NASL). He led a very active and well publicized social life, often being photographed in London nightclubs hoisting bottles of champagne with attractive models.

Like many alcoholics, Best became extremely unreliable over the course of his highly abbreviated career, and eventually wouldn’t even bother to turn up for matches. After retiring from the game, he continued to drink and party heavily. At one point, doctors implanted a device in Best designed to make him vomit when he drank alcohol—a kind of classical conditioning, à la Pavlov’s dog—and the hope was that he would eventually come to associate the taste of alcohol with becoming physically sick. This didn’t work, and Best went back to the bottle even after receiving a liver transplant. He eventually died in 2005 at the age of only fifty-nine. Apart from Brazil’s Pelé and perhaps Argentina’s Maradona, many consider him to have been the most skillful player ever, and certainly one of the most gifted and entertaining.

The political radicalism of Skinner’s vision can hardly be questioned. In arguing that we do not really make choices out of our own free will, he undermines—among other things—the whole idea on which the Western legal system is based. Stated in its most simple form, that system assumes that if we do bad things, we deserve to be punished; our choices have consequences, and we are responsible for them. But once we accept the counterargument that human beings do not make autonomous choices, we take a wrecking ball not only to the idea that “bad” actions should be punished, but also to the notion that “good” achievements deserve to be praised and rewarded. The environment surrounding us becomes a kind of puppeteer. In the traditional vision of things, Skinner notes, “a person is responsible for his behavior. Not only in the sense that he may be justly blamed or punished when he behaves badly, but also in the sense that he is to be given credit and admired for his achievements.” On the other hand, “scientific analysis shifts the credit as well as the blame to the environment, and traditional practices can then no longer be justified. These are sweeping changes, and those who are committed to traditional theories and practices naturally resist them.”

In a somewhat weaker form, we will see again how this kind of situationism
challenges the notion of individual legal responsibility in Chapter 5, which deals with the Stanford experiment, the Abu Ghraib scandal and Philip Zimbardo’s attempt to show that one defendant in that trial was only partially responsible for his actions. As we noted in Chapter 1, the idea that situations might determine our behavior presents a formidable challenge to Western notions of legal responsibility, which are essentially premised on the assumption that if you are the actor who performed an act, you are legally responsible for that act (a partial exception is the notion of unintended killing or manslaughter, which still nevertheless carries penalties in most legal systems: proving insanity is of course another way in which legal responsibility for an act may be avoided).

On the other hand, Skinner’s vision of the world is in some ways quite democratic. It dovetails nicely with the “American Dream,” for instance, and it is easy to see why it held a particular appeal during the especially hopeful era of the 1950s and 1960s. Though this cultural viewpoint is easy to caricature, Americans have long believed that individuals are essentially free to pursue the careers and lifestyles they desire as long as they work hard and “play by the rules.” In short, you can be what you want to be, and your life path is not predetermined. Behaviorism is quite compatible with this vision in the sense that it holds out precisely the same possibility. For Watson and Skinner, our dispositions are not fixed but entirely malleable, and our achievements in life are simply a matter of the type of social conditioning to which we have been exposed. An individual conditioned to believe that he is able to achieve great things in the world is liable to go out and attempt to do so, just as a person who has learned that he is trapped by his social situation is less likely to try to break out of that situation.

Assessing Behaviorism

Clearly, there are powerful arguments both for and against behaviorism, both as an account of political behavior and as a prescription for political practice. Some of these arguments are summarized in Table 3.1

Conclusion

It is up to you to decide which of these arguments you find most convincing. It is odd, perhaps, that so few political psychology textbooks today deal with the political implications of behaviorism, since this is an area in which psychology merges in a very direct way with the concerns of both political theory and practice. This topic also fits rather neatly into our conceptual distinction between situationism and dispositionism, since behaviorism represents an
especially radical example of the former. Even if you remain unconvinced by this rather stark form of situationism, though there are alternative approaches available within this general camp which may be found to be more appealing. These are discussed in the chapters which follow, beginning with Stanley Milgram’s surprising findings about the nature and extent of our obedience to authority. Milgram’s approach is largely situationist in character, though as we shall see in Chapter 4, there are dispositionist elements to his theory of obedience as well.

Table 3.1 A summary of the arguments for and against behaviorism

<table>
<thead>
<tr>
<th>For</th>
<th>Against</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Science has the answers that politicians don’t.</td>
<td>• The <em>Clockwork Orange</em> critique: what makes us human is the right to choose.</td>
</tr>
<tr>
<td>• We are conditioned <em>already</em>, but haphazardly.</td>
<td>• Who is to decide what should be conditioned in or out?</td>
</tr>
<tr>
<td>• We should condition people not to commit acts of violence (and we could even prevent war).</td>
<td>• Behaviorism may be the road to fascism (“who will guard the guardians?”).</td>
</tr>
<tr>
<td>• The social benefits of conditioning greatly outweigh the costs.</td>
<td>• Conditioning often doesn’t work anyway.</td>
</tr>
<tr>
<td>• “Choice” is illusory anyway.</td>
<td></td>
</tr>
<tr>
<td>• Behaviorism is in some ways quite democratic.</td>
<td></td>
</tr>
</tbody>
</table>
The Psychology of Obedience

The late Stanley Milgram is usually thought of as a social psychologist rather than a political one, not least perhaps because he spent his career in departments of psychology rather than political science; the term “political psychology,” as noted earlier, is used almost exclusively in the latter discipline. But in spite of the differing labels that practitioners of different fields attach to their work, Milgram could justifiably claim to be one of the most important political psychologists of his time. In fact, Milgram began his initial foray into the world of academia as a political science student, and remained interested in the psychological dimensions of political questions for the rest of his (tragically short) life. And although he made many contributions to our understanding of human behavior which have implications for politics, he will always be best remembered for his work on political obedience. For instance, Milgram asked, why do individuals so readily obey some “higher” authority such as the state, even when the demands of that authority come violently into conflict with the moral and ethical values most of us like to think we cherish? Through addressing this question, Milgram played an instrumental role in overturning (or at least reducing the appeal of) dispositionist accounts, particularly those which followed in the wake of the Nazi Holocaust and blamed that cataclysmic event upon the supposed “peculiarities” of the German people.

The “Authoritarian Personality”

In order to understand the true impact that Stanley Milgram’s work had on our understanding of both political obedience and the practice of genocide, we first need to understand the nature of the times in which he was working. The context for Milgram’s experiments was a then widely accepted (though always controversial) dispositionist theory known as the authoritarian personality. In the 1940s and 1950s, social scientists from a variety of fields tried to come to grips with the horror of what had happened at concentration camps like Auschwitz.
and Dachau. Understandably, “why the Holocaust?” became one of the most frequently posed enquiries in social science after 1945.

One popular answer to that question at the time suggested that there was something unusual or exceptional about the German people, something which made the Nazi genocide almost inevitable in retrospect. The nature of Germans themselves, and more particularly authoritarian child-rearing practices in the homes within which they had grown up, was directly responsible for the creation of intolerant, conservative thinking, according to the authors of the book *The Authoritarian Personality*. First published in 1950 and authored by Theodore Adorno and his colleagues, the book argued that the roots of fascism are to be found in parental repression and authoritarianism. As James Waller notes, the book was heavily influenced by the Freudian psychoanalytic theories dominant at the time. It argued that:

> The origins of this personality were in the innate, and socially unacceptable, drives of sex and aggression. When the restraints against the expression of these drives are unusually harsh, the individual becomes anxious, insecure, and unusually attuned to external authority sources for behavior guidance. This reverence for authority goes far beyond the normal, balanced, and realistic respect for valid authority that most of us have; it reflects an exaggerated, emotional need to submit.

The harsh child-rearing practices of the parent also generate repressed fear and hostility, which eventually need some outlet. This outlet comes in the form of displacement, often taking the form of hostility towards minority groups and more generally those who are “different.” Adorno and his colleagues also developed a scale—known commonly today simply as the “F scale”—which correlated a variety of personality traits with the susceptibility to believe antidemocratic or fascist propaganda.

**Milgram’s Experiments**

Stanley Milgram was very much a *situationist*, and as such he was suspicious of theories like the one above which attribute behavior solely to people’s dispositions. As a follower of the social psychologist Solomon Asch, he intuitively believed that if you place people in a powerful enough situation, they will go against their dispositions: their beliefs, their values, even their own eyesight. In the 1950s Asch had conducted what became a very famous series of experiments, in which he asked people to estimate the lengths of a series of simple lines. For instance, let’s say that you are shown three lines on the right, labeled A, B, and C, as seen in Figure 4.1, and then asked
which of the three lines is closest in length to the line presented on the left.

Asch found, as expected, that practically everyone gets the answer right when asked such questions. This was not an earth-shattering result, since the questions were so easy that a child of four or five could have answered them correctly. But this was just a baseline condition, in which people were asked to figure out the correct answers on their own. The real purpose of the experiment was to investigate what came next, when he placed his subjects into groups and again asked them to perform the same simple task. But there was an interesting piece of deception involved this time. In one variation, he had a “real” subject placed in a room with six others who were in effect actors pretending to be fellow subjects. While for the sake of believability these fake subjects sometimes got the answers right, Asch rigged the experiment so that the six individuals would sometimes collectively give the same wrong answer to a question, and then another, and another, and another, leaving the real subject with a difficult dilemma. For instance, they might claim that option B on the right was closest in length to the line on the left.

Suppose that you are in this situation yourself. What would you do? Would you stand up and tell the other six “you’re all wrong, and I’m right. Can’t you see that the option you’ve selected is obviously the wrong answer?” Or would you feel embarrassed and go along with the majority, even though you know they are giving the wrong answer? Would you feel uncomfortable questioning the judgment and intelligence of six strangers? Would you start to question your own judgment and intelligence? Or would you start to think that you might well need to visit an optometrist? Asch found that the latter scenarios were by far the most common; in other words, the vast majority of subjects simply went along with the group’s faulty judgment, even though they knew (or suspected) that their assessment was simply wrong. Seventy-five percent of
his subjects in a series of trials went against their own judgment at least once when the group collectively gave a wrong answer.

Milgram was very much interested in how social pressures like these can affect the judgment of individuals, and after a great deal of thought he came up with a highly inventive research design—like Asch’s, involving a clever piece of deception—which would gain him a measure of fame but also a reputation for controversy which would dog him for the rest of his life. He wanted to see how far people would go in following the commands of a “legitimate” authority when those commands became increasingly harsh and inhumane. He created an experiment in which a man in a laboratory coat told subjects to administer increasingly harsh “electrical shocks” to a helpless victim. This was justified to the subjects as part of a supposedly scientific experiment on how people learn in response to punishment. In one classical condition, the “victim” could be heard but not seen behind a thin wall, though Milgram repeated the same experiment in a number of ways, each time varying the degree of proximity between the subject being told to administer the shocks and the “victim,” or by varying some other aspect of the basic design. The subjects administered the shocks using what were supposedly higher and higher levels of electricity on a generator.

In reality, the “victim” was an actor (an associate of Milgram) and was not actually receiving electrical shocks at all. Also, the generator was fake, but the experiment was set up in such a convincing way that the “teacher” (as the real subjects were termed) genuinely believed that he or she was shocking the “learner” (the actor). Prior to his experiment, Milgram conducted a poll of psychiatrists and psychologists. They predicted that less than 1 percent of subjects would go all the way on the “generator,” to the maximum charge of 450 volts. Amazingly, though, in the classic condition described above, 65 percent of subjects did this; in fact, they went all the way to a position labeled “danger” and then simply “XXX.” This was so despite the fact that when a certain level of shock was reached, the “victim” would cry out in pain and beg to be allowed to leave the experiment. Nor did the results change (as many people intuitively expect) when Milgram used women as subjects; average obedience remained 65 percent. This is surprising perhaps, since women could be seen either as less obedient (considered more compassionate) or more obedient (considered more passive). Interestingly, though, Milgram found that gender made very little difference, if any.

This was far from all Milgram found, however. He observed a number of interesting reactions in “obedient” subjects as they went about performing their tasks. All, with varying degrees of visibility, experienced strain and discomfort. Some laughed or cried; those who laughed, however, did so not out of sadism or cruelty but as a nervous reaction to stress, Milgram argued. The subjects
also became preoccupied with narrow, technical aspects of the job at hand, and afterwards saw themselves as not responsible for their own actions. Here there are potentially interesting parallels with what happens to pilots who are asked to bomb civilian areas. In the Oscar-winning documentary film *Hearts and Minds*, for instance, one bomber pilot who had conducted numerous sorties in Vietnam said that he would become very preoccupied with the task itself when conducting bombing raids, and would not even think about the people he was dropping the bombs on. He relates that he felt like “an opera singer, conducting an aria.”

Milgram also varied the form of the experiment in theoretically interesting ways. He wanted to see what effects, for instance, changing (a) the way orders were given, (b) the location of the experiment and (c) distance between subject and actor would have. One of the most interesting findings related to proximity or distance between the teacher and learner. As proximity between them increased, obedience decreased (although it did not disappear altogether). This was especially true when the subject and victim were placed in the same room. In the “touch–proximity” condition—in which the subjects were required to force the victim’s hand down onto the shock plate—it fell to just below 18 percent, and in the “proximity” scenario (where subject and victim were merely in the same room) it was only slightly increased to 20 percent. It is noticeable, though, that even in this condition, obedience was still somewhat high.

The larger point of the experiment was simply this, however: Milgram had selected (by means of an ad in a local paper) ordinary, everyday, law-abiding members of the community of New Haven, Connecticut, obtaining a representative sample of the population across various socioeconomic, religious, and other characteristics. He had also weeded out anyone who seemed psychologically “abnormal”—especially anyone who showed overt signs of a sadistic personality—so that the actions of his subjects could not easily be attributed to their dispositions later on. He had then placed them in a situation in which their dispositions—especially their avowed moral or ethical beliefs—seemed to fall out of the picture. The heavy implication is that we are all capable of violating our most cherished principles and values when placed in a situation in which an authority perceived as “legitimate” urges us to obey. Approaches such as the authoritarian personality, on the other hand, are simply wrong, Milgram suggested, since they fail to take account of the ways in which social forces can be more powerful than dispositions in shaping behavior. They make the fatal error of assuming that “evil acts” must be the work of “evil people.”
The Banality of Evil

In his book *Obedience: An Experimental View*, Milgram draws parallels between his own work and Hannah Arendt’s analysis of Adolf Eichmann in her book *Eichmann in Jerusalem*.8 As a top Nazi official responsible for deporting Jews to the gas chambers during the Holocaust but who had escaped Germany after the war, Eichmann had long been a target of Israeli intelligence. In 1960 he was discovered living under an assumed identity in Argentina, and was kidnapped by Israeli agents to face trial for his crimes. He was found guilty in Jerusalem and later executed. Arendt covered Eichmann’s trial at the time, but what surprised her most was how ordinary he seemed. The whole trial was televised live in Israel. But rather than the sadistic monster that most Israelis were expecting when they tuned in, they saw instead a rather dull and ordinary man standing in front of the court, a Nazi pen-pusher whose main job had been processing files and making sure that the trains deporting Jews ran on time.

Arendt was strongly criticized for making this observation at the time for reasons that are perhaps understandable, but she coined a phrase to describe Eichmann and those like him which has since become famous: “the banality of evil.” Her point was not that Eichmann should be absolved of responsibility for his actions—far from it. It was, rather, that evil is often the end result of a chain of actions for which no one individual bears sole responsibility, and that individual links in that chain can be (and frequently are) composed of the actions of what the historian Christopher Browning more recently referred to as “ordinary men.”9 Similarly, Milgram found that when responsibility for testing and punishing the “victim” was divided among a number of individuals, obedience increases still further. The potential political significance of this is evident, since political decision-making tasks of all kinds are often parceled out like this. Milgram calls this “socially organized evil,” where no one person has sole or exclusive responsibility for an act.

Considered together, the independent observations of Arendt and Milgram—the first anecdotal, the second experimental—carry a weight which many find convincing as an explanation of something which almost seems inexplicable, the systematic slaughter of the Jews in supposedly “civilized” countries at the very heart of Europe. Moreover, many of their observations make a good deal of sense when applied to both the Holocaust and more recent genocides. In the case of Nazi Germany, it is clear that the slaughter of the Jews simply could not have been accomplished on the scale that it was had not ordinary, everyday members of German society—people who considered themselves otherwise decent, moral, and law-abiding—been willing to participate (in some cases, very directly) in a process whose objective was the extermination of other human beings whose only crime was being ethnically different from
Adolf Hitler’s vision of what was “ideal.” We can also observe how thin the line is between what we conventionally call “good” and “evil”—and how easy that line is to cross—in the notorious case of the Rwandan genocide of 1994, in which neighbor killed neighbor on the basis of relatively short-lived racial “differences” which had in many ways been created by Western colonizers to suit their own purposes.

**Why We Obey: The Drift Towards Dispositionism**

Human beings, Milgram notes, live in hierarchical structures (family, school, college, business, military). This appears to be the result of evolutionary bias (hierarchy works), breeding a built-in potential to obey authority. Interestingly, this argument is the very antithesis of a rigid situationist approach such as S–R behaviorism, which treats the human brain as a “blank slate.” Milgram suggests that humans are born with a basic disposition to obey, an essentially dispositionist argument of the “dispositions-exist-at-birth” variety. Beyond this, however, his explanation is more situationist in nature. This evolutional tendency, he argues, interacts with social structures and specific circumstances to produce specific cases of obedience. Certain factors made the subjects likely to obey before they even got to the experiment (such as the fact that we are socialized to obey “higher units” in a hierarchical structure), and these then interacted with the specific circumstances designed in the experiment to elicit obedience. As individuals obeyed, they shifted into what Milgram calls the “agentic state”—a psychological condition in which the individuals no longer see themselves as responsible for their own actions.

**Milgram’s 35 Percent**

A complicating factor for Milgram’s (mainly situational) paradigm is that there is evidence of cultural variation in the degree to which members of different societies obey authority. David Mantell, who repeated Milgram’s study in Munich, Germany in the early 1970s, found an obedience rate of 85 percent in the “classic” version of the experiment, a full 20 percent higher than the obedience rate in New Haven. Anecdotally, there is some interesting evidence that Rwandans may also be especially prone to obey authority. Asked why so many ordinary Rwandans in 1994 killed people who were in many cases their neighbors, Francois Xavier Nkurunziza, a lawyer from Kigali with a Hutu father and Tutsi mother, said:

> Conformity is very deep, very developed. In Rwandan history, everyone obeys authority. People revere power, and there isn’t enough education.
You take a poor, ignorant population, and give them arms, and say, “It’s yours. Kill.” They’ll obey. The peasants, who were paid or forced to kill, were looking up to people of higher socio-economic standing to see how to behave. So the people of influence [. . .] are often the big men in the genocide. They may think that they didn’t kill because they didn’t take life with their own hands, but the people were looking to them for their orders. And, in Rwanda, an order can be given very quietly.\textsuperscript{13}

If true, this is ultimately quite compatible with Milgram’s approach. His theory of why people obey must leave some room for cultural differences in the propensity to obey, since humans are obviously socialized within different authority structures. And in the Rwandan case, there is ample evidence that authority figures of all kinds—mayors, businessmen, even clergy—condoned or encouraged what occurred in Rwanda in 1994. It was the fastest genocide of the twentieth century.

More problematically, situationism arguably falls down in its inability to explain why a significant minority of individuals—fully 35 percent in Milgram’s classic condition, a not insubstantial figure—refuse to obey authority when it violates conscience or values. Milgram devoted less attention to the analysis of why some people disobeyed, but it is clear that for many of them their own personal experiences and values—their dispositions, in other words—mattered so much that they never felt that they “had no choice.” Out of those who refused to shock the victim, one had been brought up in Nazi Germany (a medical technician given the name Gretchen Brandt in Milgram’s book). She clearly recognized the similarities between that very vivid series of events and what she was being asked to do. Another disobedient subject was a professor of the Old Testament, and we know that others simply refused to go along on the grounds that “this is wrong.” All of this suggests that dispositions matter for the 35 percent. The situation, moreover, was insufficiently powerful to shape the behavior of 80 percent of the subjects when forced to shock a victim sitting directly in front of them. Moreover, the fact that Milgram’s subjects were told that their actions would result in no damage to the health of the fake “subject” is at the very least a complicating factor, since it is plainly obvious to those who participate in genocides that they are doing real damage, of the very worst possible kind.

As noted in our discussion of dispositionism and the Holocaust in Chapter 1, there were many who refused to participate in the extermination of the Jews, and even a large number who actively worked against what the Nazis were doing. Oskar Schindler, the German industrialist who risked everything to protect hundreds of Jews, is perhaps the best known, but there were many others who risked even more than Schindler for complete strangers. Raoul
Wallenberg and Per Anger, both Swedish diplomats, are together estimated to have saved as many as 100,000 Hungarian Jews from the gas chambers by using their diplomatic immunity to issue fake Swedish passports; German pastor Dietrich Bonhoeffer preached against the Nazi regime in his church, and was eventually executed for his “crimes;” and in the Rwandan case, the Hutu businessman Paul Rusesabagina—made famous by the film _Hotel Rwanda_—saved over a thousand Rwandans (most of them Tutsis) by sheltering them in his hotel and bribing local officials with whiskey, money, and other goods. As the authors of _The Altruistic Personality_ suggest, it is clear that we can only explain the heroic acts of these “rescuers” by examining their dispositions.

In addition, it is clear that Milgram’s paradigm on its own cannot fully explain all aspects of genocide, though it does illuminate many of the psychological forces which drag ordinary people along in its wake. One thing that is absent from Milgram’s experimental design but present in practically all genocides—as we shall see in Chapter 13—is the systematic dehumanization of victims. As James Waller notes, “regarding victims as outside our universe of moral obligation and, therefore, not deserving of compassionate treatment removes normal moral restraints against aggression. The body of a dehumanized victim possesses no meaning. It is waste, and its removal is a matter of sanitation. There is no moral or empathetic context through which the perpetrator can relate to the victim.” The dehumanization of Jews in Europe is but the most obvious form of this. Philip Gourevitch has chillingly described the ways in which Tutsis became dehumanized in the eyes of Hutus over many years prior to the Rwandan genocide of 1994. In the years before the genocide, he notes, “Tutsis were known in Rwanda as _inyenzi_, which means cockroaches.” Following a history of being discriminated against, the Hutus took power in the revolution of 1959; Tutsi guerillas who periodically fought against the new order were the first to be described as “cockroaches.” The term would be invoked repeatedly on Rwandan radio after the death of Hutu President Habyarimana, as broadcasters urged Hutus to kill Tutsis. There can be few more demeaning or dehumanizing ways to consider another human being than to compare him or her to an insect.

Interestingly, the subjects in Milgram’s experiment did sometimes dehumanize the “learner” themselves—one obedient subject famously justified his actions afterwards by claiming that “he was so dumb he deserved it”—but this aspect was mostly absent from Milgram’s design. Another factor absent from Milgram’s experiment were the powerful emotional forces which attend genocidal acts. Apart from the obvious absence of ethnic hatred, there is no sense of humiliation on the part of those doing the “shocking” in Milgram’s laboratory. As Adam Jones notes, “it is difficult to find a historical or contemporary case of genocide in which humiliation is not a central motivating
force.” An obvious example is the sense of outrage which Germans felt after the imposition of the punitive Versailles Treaty in 1919. Combined with the hyperinflation of the 1920s and the Great Depression, many Germans looked around for a scapegoat upon whom blame for the various disasters could be heaped. Similarly, in Rwanda, Belgian colonizers and other Westerners had deliberately discriminated against Hutus and in favor of Tutsis, treating the latter as a privileged elite (and inevitably creating resentment amongst the former). In general, certain socioeconomic circumstances seem to give rise to genocide, or at least provide the enabling conditions for genocide to take place.

While Milgram’s research convincingly illustrates the mechanisms which make it possible for normal, everyday people to commit atrocities, it could be argued that it cannot by itself serve as a fully comprehensive account of why genocide occurs. Milgram should not, of course, be held accountable for failing to reproduce all of the conditions typically associated with genocide in his laboratory—there are obvious practical and ethical limits to the things one can do in that kind of environment—and his work on obedience is hence only a starting point in our understanding of why genocides occur. On the other hand, Milgram often noted that he was able to elicit a quite extraordinary level of conformity in his subjects in the absence of any of the factors—ethnic hatred, dehumanization, humiliation, and economic distress—we have mentioned above. As Milgram put it at the end of his book:

The results, as seen and felt in the laboratory, are to this author disturbing. They raise the possibility that human nature, or—more specifically—the kind of character produced in American democratic society, cannot be counted on to insulate its citizens from brutality and inhumane treatment at the direction of malevolent authority. A substantial proportion of people do what they are told to do, irrespective of the content of the act and without limitations of conscience, as long as they perceive that the command comes from a legitimate authority.

Assessing Milgram’s Obedience Paradigm

As we did in the previous chapter with behaviorism, it seems appropriate to end with a look at the major strengths and weaknesses of Milgram’s approach. Below we summarize the main ones discussed in this chapter. While not exhaustive, they should help you decide for yourself where you stand on the utility (or otherwise) of Milgram’s experiments as an explanation for genocide and extreme political behaviors in general.
So far, we have analyzed two explanations of political behavior which emphasize the determining power of the social environment in shaping how we act: Skinner’s behaviorism and Milgram’s obedience paradigm. We began this book, the reader may recall, with a description of the Abu Ghraib scandal which did a great deal of damage to the validity of America’s invasion of Iraq—and the general image of the United States—in the eyes of the world. In the next chapter, we examine another situationist perspective which may throw some light on the events at Abu Ghraib. Was the highly unethical behavior in which many of the prison guards engaged the product of mental abnormalities, the product of “a few bad apples,” as George W. Bush and other members of his administration insisted? Were their psychological dispositions to blame, in other words? Or was their behavior encouraged by a set of situational inducements which might well have been repeated had an entirely different set of individuals played the same roles? This is the question to which we turn next.

Table 4.1 A summary of some of the arguments for and against Milgram’s obedience paradigm

<table>
<thead>
<tr>
<th>For</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Milgram convinced the vast majority of his subjects (65%) to go against their own dispositions (the power of the situation).</td>
<td></td>
</tr>
<tr>
<td>• He used quite minimal inducements to produce the high level of obedience observed (e.g. the “authority” was a man in a gray lab coat).</td>
<td></td>
</tr>
<tr>
<td>• His findings are supported by other related research in social psychology, such as that of Solomon Asch.</td>
<td></td>
</tr>
<tr>
<td>• His findings match the less systematic but interesting observations of others, such as Hannah Arendt.</td>
<td></td>
</tr>
<tr>
<td>• His finding that the level of obedience varies with proximity to the victim is borne out by the lessons of modern warfare.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Against</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Milgram cannot explain the dispositionally driven behavior of the 35% who rebelled.</td>
<td></td>
</tr>
<tr>
<td>• There seem to be cultural differences in the propensity to obey, presumably related to differing dispositions between nations.</td>
<td></td>
</tr>
<tr>
<td>• Milgram himself offers a theory of obedience which is partly based on dispositions inherited through an evolutionary process.</td>
<td></td>
</tr>
<tr>
<td>• Many of the causal factors associated with genocides are absent from his experimental design.</td>
<td></td>
</tr>
</tbody>
</table>

**Conclusion**

So far, we have analyzed two explanations of political behavior which emphasize the determining power of the social environment in shaping how we act: Skinner’s behaviorism and Milgram’s obedience paradigm. We began this book, the reader may recall, with a description of the Abu Ghraib scandal which did a great deal of damage to the validity of America’s invasion of Iraq—and the general image of the United States—in the eyes of the world. In the next chapter, we examine another situationist perspective which may throw some light on the events at Abu Ghraib. Was the highly unethical behavior in which many of the prison guards engaged the product of mental abnormalities, the product of “a few bad apples,” as George W. Bush and other members of his administration insisted? Were their psychological dispositions to blame, in other words? Or was their behavior encouraged by a set of situational inducements which might well have been repeated had an entirely different set of individuals played the same roles? This is the question to which we turn next.
Chapter 5

Creating a “Bad Barrel”

We saw in the previous chapter that behaviorism is far from the only perspective that emphasizes the role of situational determinants in shaping political behavior. We now turn to another situationist perspective which is in some ways even more radical in its conclusions than Milgram’s perspective, however. The latter, as we have noted, contains dispositionist elements, but the research we’ll examine in this chapter is more purely situationist in its implications. Working in 1971, Philip Zimbardo—then a young professor of psychology at Stanford University in California—was interested in studying the effects of prison roles on behavior. From a situationist perspective, it ought to be possible to place individuals randomly in well understood roles, and then watch how the expectations associated with these roles affect behavior. This is, in essence, what Zimbardo did. And as we shall see, his findings have possible implications for the explanation of prison scandals such as those that erupted at Guantanamo Bay and Abu Ghraib in 2003 and 2004 respectively, an argument that Zimbardo himself has made in numerous media interviews and which he also made as an expert witness in the trial of Chip Frederick, one of those involved in the abuses at Abu Ghraib.

Zimbardo has recently related the basic philosophical viewpoint behind his famous experiment. We are accustomed to thinking of “good” and “evil” in highly dichotomous terms. Some people are assumed to be naturally “evil” or become that way, while others are basically “good.” This is such a popular way of thinking about the philosophy of right and wrong that it hardly requires much deliberation or thought to understand. Theologians of all religious stripes tend to view the world this way, and Western legal systems are based on this notion as we have seen already. Hollywood movies, moreover, typically portray the victory of intrinsic good over intrinsic evil, providing satisfying endings where virtue triumphs over bad.

But if we do think about this perspective more deeply, we can see that it is basically a dispositionist approach. We can either choose good or evil, this
argument assumes, and we are fully responsible for the choices we make. On the other hand, Zimbardo suggests that it is rather unhelpful to think of the world this way. Using M.C. Escher’s painting “Circle Limit IV”—a visually ambiguous work reproduced below, which can be seen as portraying either angels or devils depending on one’s perspective—Zimbardo suggests that there is an exceptionally thin line between good and evil. “First, the world is filled with both good and evil—was, is, will always be,” Zimbardo notes. This is a relatively uncontroversial proposition, to which most theologians and philosophers would probably subscribe. But his next points are more radical. “Second, the barrier between good and evil is permeable and nebulous. And third, it is possible for angels to become devils and, perhaps more difficult to conceive, for devils to become angels,” Zimbardo argues.\(^2\)
Like Milgram, Zimbardo is concerned with the ways in which normal, everyday people come to commit acts which societal mores—and even their own internalized values—suggest are “evil.” This implies a perspective in which the line between good and evil is “permeable” or part of a continuum, instead of being composed of two hermetically sealed categories. It also implies the radical conclusion that we are all capable of committing acts of evil, or at least the great majority of us are. Most of us like to see ourselves as “good” people, in part because it is more comfortable to think this way than it is to consider the alternatives. But given the right situational inducements and conditions, Zimbardo suggests, most of us are capable of behaving in ways we rarely dream of. To see how Zimbardo has come to this radical conclusion after a lifetime of research in social psychology, we need to go back to the summer of 1971 and the experiment which made him famous.

The Stanford Experiment

In 1971, Zimbardo wanted to examine the psychological effects of prison life: what effects does it have on normal, healthy individuals when they become a prisoner or a prison guard? To do this, he put an advertisement in the local paper seeking to recruit subjects for an experiment. A simulated prison—actually part of the basement of the Stanford Psychology Department—was created. Like Milgram, Zimbardo wanted psychologically “normal” individuals so that he could not later be attacked on the grounds that the dispositional characteristics of his subjects had driven their behavior. He therefore screened his pool of applications down to twenty-four. He focused on recruiting young men, though he did not confine himself to Stanford students.

Personality tests were conducted to ensure that guards and prisoners generally would not differ in potentially significant ways. Having ensured that he had a relatively normal bunch of people—he screened out any obvious sadists or “oddballs”—he randomly divided his subjects into prisoners and guards. To make things seem more real, he had the local Palo Alto police conduct public but mock arrests of the prisoners. They were even “charged” with fake crimes. On arrival at the “prison,” they were made to strip, deloused and forced to wear specially designed smocks.

At first things went relatively well, and both “prisoners” and “guards” appeared to recognize the false or constructed nature of what was happening. However, within two days the behavior of both groups deteriorated as the situation began to seem “real” to both. Some guards became sadistic, removing various rights from the prisoners and developing innovative ways of punishing them when they failed to obey orders (they had not been allowed to use physical violence). One guard—whom the prisoners quickly nicknamed “John
Wayne”—was especially adept at devising humiliating punishments, including sexual games in which he “forced” prisoners to simulate acts of sodomy. Some prisoners rebelled, others reacted passively, and some quickly had what appeared to be emotional breakdowns. In short, things deteriorated very rapidly, to the point where the experiment had to be stopped after only six days. It had originally been designed to last two weeks, but Zimbardo decided to halt the experiment after his graduate assistant Christina Maslach—a woman he later married—insisted that it would be immoral to continue. While Zimbardo initially resisted this advice, he quickly came to see that she was right and closed the whole thing down before further damage was done.

In a classic situationist statement, Zimbardo later came to describe his explanation for what he had observed in the Stanford experiment as the “bad barrel” theory. Put ordinary, healthy young men in an extreme situation—“in a bad place,” as he often puts it—and the situation can take over. In effect, both “prisoners” and “guards” had quickly fallen into the social roles they were expected to perform, and a structure of authority that condoned or permitted abuses helped to create an environment that allowed conditions to rapidly deteriorate. A vicious cycle was created in which the authorities (the barrel-makers) fashioned a barrel or situation which turned the apples inside it bad. Zimbardo’s basic approach is depicted in Figure 5.2 below.

The situation in which Zimbardo placed his subjects is sometimes referred to as the “Lord of The Flies effect.” In the classic novel of that name by William Golding, a group of English schoolboys are marooned on a tropical island without an authority figure. Although the circumstances are not fully explained by Golding, the story appears to take place after a nuclear war, and the boys are left to organize themselves without adult supervision. This scenario gives Golding the opportunity to place his characters in what Thomas Hobbes and others referred to as a “state of nature,” a real or hypothesized condition in which there is no recognized authority system to regulate behavior. And like Hobbes, Golding’s vision of what would happen in such a situation is famously stark and uncompromising. The behavior of the boys becomes increasingly savage as they divest themselves of the trappings of modern society, and a “war of all against all”—again, similar to that envisioned by Hobbes—takes place.

The comparison between The Lord of The Flies and Stanford may not be apt, perhaps, since there was an authority structure in the experiment (albeit of a loose and permissive kind). Moreover, the point being made by Hobbes—that life in a state of nature would be “nasty, brutish and short” in the absence of some overarching authority to provide law and order—was that human beings are in a sense inherently “evil,” or at least self-interested or “egoistic” to the point that their own self-preservation would effectively be their only concern.
in a state of nature. Similarly, Golding adopted a very dark view of human nature, which appeared in virtually all his published works. Both Hobbes and Golding were essentially dispositionists, in other words, who adopted a rather fixed view of human nature. Zimbardo’s point is situationist and exactly the opposite: we are not inherently “bad” or “evil,” but we can be induced to behave in immoral ways if we are forced to confront a certain type of situation.

This point became clear, for instance, in an interview that Zimbardo conducted with Jon Stewart on *The Daily Show* in 2007, after the appearance of the former’s book *The Lucifer Effect*. In the interview it became fairly clear that Stewart had not read the book, or at least had not understood its central message. Stewart suggested to Zimbardo that the message of the book is that “people are much more evil than they would appear to be on the outside.” Zimbardo replied forcefully that this is not at all what he’s saying:

The Stanford prison experiment that I detail at great length in *The Lucifer Effect* really describes the gradual transformation of a group of good boys, twenty-four college students who volunteered to be in the experiment. We picked only the normal healthy ones, randomly assigned by coin to be guard or prisoner. But we see how quickly the good boys—and that’s important, they start off good—become brutal guards, and the normal kids become pathological prisoners.4

More importantly perhaps, critics have noted that it is not clear exactly what Zimbardo found, since he did not organize his experiment in the rigorous ways that Milgram did. Some even doubt that it deserves the title of an “experiment” for this reason. Partly because the exercise had to be ended prematurely, there

---

*Figure 5.2 Zimbardo’s interpretation of the Stanford experiment.*
was not much variation in circumstances or subtlety to his research design. What if the guards were not in uniform, for instance? What if the roles had later been reversed, or the personnel completely changed? What if the location of the experiment had been altered? What if the guard nicknamed “John Wayne”—the most inventive in his use of sadistic control mechanisms—had not been there? Was his leadership critical? And so on. Consequently, there remains doubt today as to the exact psychological mechanisms involved in Zimbardo’s scenario. Is the key finding that anyone placed in a certain role is bound to behave this way, or is the key lesson that the absence of clear authority per se leads people to behave this way?

There are also other concerns which might be highlighted. First of all, the guards did not behave as a monolithic group; there were “good guards” and “bad guards,” as Zimbardo admits, and only about one-third of the guards behaved in sadistic ways. There was also variation in the behavior of the prisoners. Some rebelled against authority, while others complied (one prisoner—nicknamed “Sarge”—was especially passive). This suggests that it was their dispositions, not the general situation, that had the greatest impact on their behavior. Secondly, Zimbardo asked the guards to wear silver mirroring glasses, a style consciously modeled on a sadistic but fictional guard portrayed in the film *Cool Hand Luke*. The film, which starred Paul Newman, was released in November 1967, and was well known at the time (by 1971, it would of course have been shown on network television both in the United States and overseas, and we know that at least some of the subjects had seen the film). What, though, if the film had never been made? There is a possibility that some of the guards and/or prisoners were simply acting out the roles they had seen in the film, or assumed that Zimbardo wanted them to behave in such a manner (the mirror glasses could be taken as a “hint” that this was what was expected). Lastly, the subjects were in a sense self-selected rather than random—they knew that they would be taking part in an experiment on prison life—and perhaps some stayed in the experiment simply because they needed the money (Zimbardo was of course paying them for their time).

Zimbardo himself freely admits that he made errors in the design of the experiment. Unlike Milgram’s exercise—where the principal investigator had taken great pains to remove himself from the experiment itself, though not its aftermath—Zimbardo played the part of prison superintendent. It is unclear, therefore, whether his presence influenced the results. And of course, Zimbardo came under heavy criticism on ethical grounds after the findings were published. The ethical or moral dilemma is very close to the one that we observed in the Milgram case. On one hand, there was obvious harm done to the students, so that one could certainly say that the experiment was unethical
in an absolute sense. Both prisoners and guards suffered, and Zimbardo allowed it all to go on too long. On the other hand, we should also consider relative ethics, weighing this against the self-knowledge gained (pain versus gain) as few had any idea of what they were in for. As in the Milgram case, however, the participants legally consented to what occurred, and were psychologically debriefed afterwards. Some used the knowledge they gained from the experiment to better themselves and others. Doug, who had the first breakdown, is today a clinical psychologist in the prison system, and he credits the experiment with changing his life, but the debate about social benefits versus harm to subjects is obviously one you need to resolve for yourself (if, indeed, you feel that you can resolve it).

In a documentary film called the Human Behavior Experiments, Zimbardo relates that Milgram actually thanked him personally for, as he put it, “taking some of the ethical heat off me.” The Stanford controversy, Milgram thought, had finally distracted the world from the debate still raging around his own work. Here, at last, was an experiment whose ethical pros and cons vied with and perhaps exceeded those of Milgram’s electric shock experiments. Regardless of the ethics of what he did, however, Zimbardo’s actual findings—that psychologically normal boys can be induced by role expectations and the situation to behave in sadistic ways—remain deeply intriguing. Moreover, they have been given a new impetus by the 2004 events at the Abu Ghraib prison in Iraq.

The Abu Ghraib Scandal: Changing Your “Whole Mind Frame”

The story of Abu Ghraib became public in 2004, producing instantaneous shock and incomprehension both in the United States and around the world. Distributed via the Internet and widely broadcast on television, the pictures showed U.S. servicemen and servicewomen torturing detainees—mostly through appalling acts of sexual degradation and sensory deprivation—inside what had been the most feared prison of Saddam Hussein’s Iraq. The disgust that the photographs provoked soon led to the arrest of the individuals involved, and numerous investigations were conducted into what had “gone wrong” at the prison.

One problem with the pictures that were publicized—not all of them were released, since some were considered too graphic—is that they depict actions committed by a variety of different individuals and in different contexts. For instance, while the majority of the photos featured U.S. soldiers gloating over naked Iraqi prisoners, the most famous picture of the collection—the well known “hooded man” photo seen in figure 5.3—depicts a form of torture which was almost certainly not dreamt up by the bunch of raw recruits who
took the sexual abuse photos. As Mark Danner has noted, this is a very distinctive and specialized form of torture developed by Brazilian intelligence called “the Vietnam,” and it is unclear who arranged the individual depicted in the photograph in this position.

Rory Kennedy’s thought-provoking film *Ghosts of Abu Ghraib* begins with scenes from Milgram’s documentary *Obedience*, overlain with a haunting soundtrack. Although the film never explicitly spells out the relevance of Milgram’s paradigm, the obvious inference is that those who committed the abuses at the prison were following the orders of their superiors. Certainly, this provides one way of applying the insights of political psychology to those disturbing events, and it may well be the best way. However, it has to be said that the events at Abu Ghraib bear an even more striking similarity to the Stanford experiments. “There are stunning parallels between the Stanford Prison Experiment and what happened at Abu Ghraib,” Zimbardo argued not long after the events at Abu Ghraib became public knowledge. “Some of the visual scenes that we have seen include guards stripping prisoners naked, putting bags over heads, putting them in chains, and having them engage in sexually degrading acts. And in both prisons the worst abuses came on the night shift.” Of course, Zimbardo concedes that there are differences as well. “Our guards committed very little physical abuse [. . .] I continually told them that they

*Figure 5.3* One of the photos released in 2004 showing U.S. servicemen torturing detainees at Abu Ghraib Prison. © Associated Press.
could not use physical abuse. But then they resorted entirely to psychological controls and psychological domination."

Various similarities between Stanford and Abu Ghraib are immediately apparent:

- Bags placed on heads (dehumanization and deindividuation)
- Prisoners stripped naked (deindividuation)
- Sexual humiliation used by the guards (prisoners forced to simulate sodomy)
- Guards not trained at all or not trained well
- Sheer boredom on the part of guards
- The worst abuses happened on the night shift
- Escalation in nature of acts
- Emergence of a “John Wayne” figure
- Vague chain of command licensing inappropriate behavior.

There are also differences, as we might expect:

- CIA or other higher authorities weren’t telling students to “soften up” prisoners in 1971
- No physical violence used in 1971
- “Trophy pictures” not taken in 1971
- No one had demonized the 1971 “prisoners” and 1971 students were not a “real” enemy
- No racial differences in 1971
- No stress of war
- No need for information/intelligence.

Since no two situations are ever identical, of course, the salient question is not “are there differences?” but “how meaningful are those differences that exist?” For Zimbardo, the key to understanding Abu Ghraib is the same as the process he used to understand his Stanford findings. In *The Lucifer Effect*, he compares the two events at great length, arguing that a barrel-maker (in this case a chain of command extending to the White House and the Pentagon) had fashioned an environment or situation (barrel) that “turned good apples bad.” Many of those who actually committed the abuses at Abu Ghraib had signed up for the Army willingly after 9/11 out of a sense of burning patriotism, determined that the United States would never again be struck by a deadly terrorist attack of this sort. And yet they found themselves in Abu Ghraib doing things they can hardly have imagined in their wildest dreams. “That place turned me into a monster,” former military police officer Javal Davis says. “I was very
angry. You know, this Abu Ghraib, it would change your whole mind frame. You know you can go from being a docile, jolly guy. . . . And you go to Abu Ghraib for a while, you become a robot.”

For Zimbardo, President George W. Bush, Vice President Dick Cheney and Secretary of Defense Donald Rumsfeld created a system of authority that implicitly or explicitly encouraged acts of torture, and in early 2002 the Bush administration decided that the Geneva Conventions (signed by the United States in 1949) did not apply in this situation. Feeding down the chain of command, military intelligence and private contractors encouraged the amateur guards at Abu Ghraib to “soften up” the prisoners for interrogation. It was the barrel they made, then, that turned basically good people bad. On the other hand, the Bush administration blamed the dispositions of the individuals themselves. “A new Iraq will also need a humane, well-supervised prison system. Under the dictator, prisons like Abu Ghraib were symbols of death and torture,” Bush argued. “That same prison became a symbol of disgraceful conduct by a few American troops who dishonored our country and disregarded our values.”

We have repeatedly noted that situationism presents a challenge to the Western legal system and its basic notion that individuals are responsible for their own choices and actions. In The Lucifer Effect, Zimbardo relates the problems this created when he tried to help the defense of Sergeant Ivan “Chip” Frederick, one of the soldiers who was photographed grinning beside a pyramid of naked Iraqi prisoners. Although Zimbardo had mixed feelings about becoming involved in defending Frederick, he agreed to testify in his trial via videoconference. In Frederick’s defense, Zimbardo argued that Frederick was a psychologically normal (if insecure and indecisive) individual who found himself in a highly abnormal situation. While Zimbardo did not attempt to excuse Frederick, he did seek to better understand his actions and perhaps to get situational factors considered in the defendant’s sentencing. Someone like Frederick, he argued, could actually have been a hero if he’d been in a “better barrel,” but he was in many ways in the wrong place at the wrong time. Predictably, this argument was rejected by the judge, who adopted a more traditional dispositionist view: Frederick, he said, had chosen his actions of his own free will, and no one had coerced him to act in unethical ways.

Again, it is for the reader to decide himself or herself who is right. To what extent did the barrel rot the apples, or were the apples rotten from the start? This issue, as we’ve seen repeatedly, lies at the very heart of the situationist—dispositionist debate. Whatever you conclude, however, it is worth noting that there are those for whom the situation does not take over, individuals whose basic moral sense is more difficult to bypass. In the Stanford case, Christina Maslach—despite powerful situational pressures to conform (Zimbardo was
her dissertation supervisor)—tells him that “what you are doing to those boys is wrong.” In the Abu Ghraib case, the “hero” role was played by Officer Joseph Darby, a young guard who took the trophy photos depicting acts of prisoner abuse to the military authorities. Initially meeting bureaucratic resistance and incompetence, he insisted that the whistle must be blown on what happened at Abu Ghraib. It is in large part thanks to Darby and one or two others—individuals driven by their dispositions, not the power of the situation—that the world found out about Abu Ghraib; it is also due to people like Joseph Darby that the shameful practices being followed there were discontinued. The young serviceman paid a high price for his act of heroism, however, and has been targeted as a traitor by some.

To reiterate the dynamics of Zimbardo’s approach Table 5.1 summarizes the arguments for and against his case.

**Conclusion**

The reader will recall that in Chapter 1 we discussed the case of Roger Boisjoly, a technical adviser at a company working with NASA on the space

<table>
<thead>
<tr>
<th><strong>Table 5.1</strong> A summary of the arguments for and against Zimbardo’s “bad barrel” approach</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>For</strong></td>
</tr>
<tr>
<td>The parallels between the Stanford experiment and the Abu Ghraib situation are quite striking.</td>
</tr>
<tr>
<td>It is remarkable how real the Stanford situation appeared to both “guards” and “prisoners” and how quickly the situation took over.</td>
</tr>
<tr>
<td>Generally speaking, the subjects quickly fell into the social roles expected of them.</td>
</tr>
<tr>
<td>The subjects were psychologically “normal”—as were the guards at Abu Ghraib—but their behaviors were not (this is what happens when we “put good people in a bad place,” as Zimbardo would have it).</td>
</tr>
<tr>
<td><strong>Against</strong></td>
</tr>
<tr>
<td>There are enough differences between Stanford and Abu Ghraib to make the parallel at least open to question.</td>
</tr>
<tr>
<td>The variation in prisoner and guard behavior in both cases suggests the importance of dispositions, not situations.</td>
</tr>
<tr>
<td>There were few or no control mechanisms used in the Stanford experiment, so that we don’t know whether changing some of its features would have altered the result.</td>
</tr>
<tr>
<td>Perhaps both Stanford and Abu Ghraib reveal more about man’s basic inhumanity or a disposition toward evil (the Hobbesian or “Lord of the Flies” effect) than they do about the power of situations.</td>
</tr>
<tr>
<td>Perhaps the subjects in Zimbardo’s experiment were simply playing out the roles they thought the experimenter wanted to see played out.</td>
</tr>
</tbody>
</table>
shuttle. In January 1986, NASA was under enormous pressure to launch the shuttle *Challenger* into space. The weather in central Florida was unseasonably cold that year, and this factor—combined with various mechanical difficulties—had led to repeated launches being canceled or “scrubbed,” as officials put it behind the scenes. In a conference call between Roger’s company Morton-Thiokol and NASA officials—a meeting which included some of the brightest minds in each organization—the decision was made to launch. Boisjoly (as well as one or two others) had repeatedly warned that the O-rings—the seals which connect the shuttle to its solid rocket booster—might not hold up in such low temperatures; the rings might even shatter altogether, potentially causing a catastrophic explosion. The vast majority of the decision-makers within both organizations dismissed Roger’s concerns, however; given a final opportunity to speak and to condemn the decision that the majority was making, Boisjoly fell mysteriously silent, and tragically, the very disaster he had predicted occurred shortly afterwards. On January 28, 1986, the space shuttle *Challenger* exploded only seventy-three seconds after launch, killing all seven crew members aboard.

Why do smart people often make such poor decisions in groups? And why do equally intelligent individuals who know or feel that the decision being made is the wrong one so often remain silent? Why do people often hold back from saying what they are really thinking in groups? These are questions which fascinated social psychologist Irving Janis, and we shall try to answer them in the next chapter.
When we think about the decisions made by our government, we typically imagine a single individual—usually a president or prime minister—sitting at a desk and reviewing various options. We often also imagine decisions being made in an idealized fashion, in the manner envisioned by the Homo economicus approach. After suitable deliberation, the leader then selects the option that seems most likely to meet whatever political and policy objective has been set. And on some occasions, this scenario does at least resemble how decisions are made at the highest levels. When Ronald Reagan was president, for instance, he reportedly liked to be handed a single sheet of paper with a list of alternatives on it. He would then tick the box next to his preferred option. Reagan rarely delved down into the lower levels of his administration or read lengthy memoranda. Though he had a far greater appetite for information than Reagan did, President Richard Nixon would also reportedly make decisions largely in isolation from others, hunkering down in the Oval Office away from most of his Cabinet colleagues. His “loner” personality led him to select a system of White House management that reinforced his solitude, a factor which many believe contributed to his ultimate downfall.

There are other times, however, when even chief executives like Reagan and Nixon find it useful to make decisions in groups. Indeed, group decision-making seems to be more typical than its unilateral variation. There are a number of reasons for this. First, working collectively gives the eventual decision reached greater legitimacy than if a decision were reached in unilateral fashion, after minimum consultation with others. Second, this provides leaders with a measure of political cover; if others have “signed onto” a decision, it becomes harder for them to go public with criticism after the fact if the policy leads to significant failure. Third, group decision-making ensures (at least in principle) that the leading decision-maker is exposed to a variety of differing and possibly dissenting opinions, minimizing the possibility that a leader takes a decision without considering all available facts. As Yaacov Vertzberger notes:
Decisionmakers operating in a group are likely to be exposed to new information and interpretations more rapidly than if they were operating alone and to arguments they might not have been aware of as independent decisionmakers; both exposure and arguments improve the quality of group members’ problem solving and learning [. . .] argumentation in the process of group decisionmaking clarifies ambiguities and inconsistencies by disseminating information and alternative perspectives and can illuminate weaknesses in the logical structure of accumulated knowledge and beliefs.2

Fourth, some leaders may prefer to work in groups where they are not well informed about the policy area concerned. LBJ, for instance, knew relatively little about foreign policy issues coming into the presidency, and relied heavily on what he called his “Harvards” (trusted policy advisers like Robert McNamara and Dean Rusk). Group decision-making also has the added benefit of reducing psychological strain on leaders who are uncomfortable with a given policy question or area. Last, making decisions in groups may actually be mandated by the legislature under some circumstances, as is the case with the National Security Act of 1948 in the United States.3

However, it doesn’t necessarily follow that groups make better decisions than individuals working alone. As Vertzberger notes, the potential benefits of group decision-making can sometimes be outweighed by other processes, “pathologies of the group [which] act to narrow the scope and complexity of information processing operations and encourage parochialism and conformity.”4 There is an old joke that “a camel is a racehorse designed by a committee.” The serious point behind this witticism is that in groups where power is dispersed—that is, where power is widely shared among a number of its members—compromises have to be made in order to reach a consensus position. Suppose that racehorses did not exist and that we gave such a group the task of designing one. One member might propose making it sleek and aerodynamic, with no humps. Another might disagree, saying that a single hump would give the rider something to hang onto during the race. “Why not give it three humps, so that several people can ride it?” another might say. Eventually, they might only be able to agree on an animal with two humps, something that resembles a camel, but which looks rather odd and dysfunctional. A classic example in the legislative sphere is the North American Free Trade Agreement (NAFTA), which was ratified by the United States Senate in 1993. In order to pass, the legislation transferring it into U.S. law had to be backed up with so many exemptions—added on by various lobbying groups, such as orange-growers in Florida, sugar-growers in Louisiana and environmental lobbyists—that it only partially resembled the original treaty.
In their book *Essence of Decision*, Graham Allison and Philip Zelikow develop a famous model of decision-making—the governmental politics approach or Model III—in which power is dispersed in precisely this way, and decision outcomes are the product of bargaining and compromise. Each member holds sufficient power to thwart the wishes of other members, so whatever decision they come up with will by necessity have to involve a process of give-and-take. If this is so, however, an interesting possibility arises: the eventual decision they reach may reflect no one’s real preferences. Any decision arrived at may simply reflect the “least common denominator,” that thing which they can all agree upon. But that may not actually be something which anyone wanted, at least not as their first choice.

This is just one way in which groups can actually produce dysfunctional or sub-optimal outcomes, decisions that might well be inferior to those taken by an informed individual acting alone. For most of this chapter, however, we will examine another well known theoretical approach which deals with group decision-making: Irving Janis’s “groupthink” theory. As we shall discover, this approach also departs from the rational actor or *Homo economicus* approach in significant ways, and it does so by highlighting the fact that individual decision-makers often behave differently—that is, differ in the extent to which they openly express their views and preferences—when acting singly from the way they do when they form part of a larger group. The premise here is that our behavior changes in subtle ways in groups, so that people behave differently in them from how they would when acting on their own. Again—in keeping with the theme of this section of the book—the power of “the situation” is so great in some circumstances that it effectively overrides the power of the individual.

How might this occur? To start with, consider again Solomon Asch’s interesting findings about group conformity. In Chapter 4 we saw that majority influence can exert a powerful impact on the judgments of the minority; when subjects were placed in a room on their own and asked to match the lengths of lines, they generally did so accurately. But they made mistakes 75 percent of the time when placed in a room full of associates of the experimenter who deliberately gave the wrong answers. What was interesting about this experiment, of course, is that people were prepared to suspend their own judgments—even judgments that they knew to be objectively correct—in order to fall in line with the collective views of the group. This and other research on group conformity was the starting point not just for Stanley Milgram’s work on obedience to authority, but for Irving Janis’s fascinating work on group decision-making in American foreign policy.
The Perils of Groupthink: Smart Guys Making Dumb Decisions

In his path-breaking 1972 book *Victims of Groupthink*—revised ten years later simply as *Groupthink*—social psychologist Irving Janis defined the groupthink phenomenon as a process through which a group reaches a hasty or premature consensus and the group then becomes closed to outside ideas. In Janis’s own words, groupthink is “a mode of thinking that people engage in when they are deeply involved in a cohesive in-group, when the members’ strivings for unanimity override their motivation to realistically appraise alternative courses of action.” High group cohesion can develop, for instance, where the members have known each other for many years and/or think very much alike. While such a group *can* make effective decisions—group cohesion is a necessary but not sufficient condition for groupthink to occur—it can become prey to this pathology where members of the group come to prize “concurrence-seeking”—in other words, unanimity and agreement—over the full and rational consideration of all available courses of action. He contrasts this with vigilant decision-making—in which decision-makers do rigorously and thoroughly appraise all available options—and holds up the Cuban missile crisis as a notable instance of a case in which this kind of superior process occurred.

According to Janis, groupthink has a number of elements (or “antecedent conditions”), in addition to high group cohesiveness:

- Insulation of the group from outside advice—the group does not seek or permit outsiders to offer their own opinions.
- Aggressive and opinionated leadership—the leader makes his or her own opinions so evident at the outset or during the debate about options that meaningful discussion is stifled.
- A lack of norms requiring methodical procedures—there is no tradition within the group of encouraging the full consideration of options in a methodical way.
- Homogeneity of members’ backgrounds/ideology—most members of the group come from a similar social and educational background and/or think too much alike.
- High levels of stress—the group is challenged by a problem that induces stress in its members, such as the need to reach a decision quickly.
- Temporary low self-esteem.

How do we know when groupthink is present? Janis identifies eight symptoms which can be used as diagnostic criteria:
An illusion of invulnerability—the group develops excessive optimism which then encourages risk-taking.

Collective rationalization—members discount warnings and fail to reconsider their core assumptions.

A belief in the inherent morality of the group—members come to believe in the “moral rightness” of their cause and become blind to the ethical consequences of their decisions.

Stereotyped views of outgroups—the group develops an excessively simplified and negative view of the “enemy.”

Direct pressure is exerted on dissenters—members come under pressure not to dissent from the group’s opinions.

Self-censorship—members fail to express their own doubts and deviations from the perceived group consensus.

An illusion of unanimity—the majority view is assumed to be unanimous, but in reality some members may harbor personal doubts about it.

Self-appointed “mindguards”—members emerge who take it upon themselves to protect the group and its leader from dissenting views and information that might challenge the group’s assumed consensus.10

As always, it is easier to see how a theoretical process operates by seeing it in action in a real-life historical case. Here we will provide two illustrations of examples where groupthink has been argued to have played a major role in the decision-making: the 1961 Bay of Pigs fiasco and the 1965 escalation of the Vietnam War. Janis gave these two cases pride of place in his book, arguing that both represented classic examples of the “groupthink syndrome.” New evidence since Janis wrote has emerged in recent years that challenges his interpretation of both cases however, and we will highlight both the empirical and theoretical challenges that have been leveled at his theory. We will conclude the chapter by examining another, newer approach—newgroup syndrome—which also emphasizes the pathologies of decision-making in groups.

Example 1: The Bay of Pigs

By 1961, Communist-controlled Cuba, led at that time by a young revolutionary named Fidel Castro, had become a perceived thorn in the side of any U.S. administration. Although not considered a security threat in its own right, the arrival of a pro-Soviet regime in Cuba was troubling to American presidents for at least two reasons. First of all, it was politically embarrassing to have a former ally turn to Communism in “Uncle Sam’s backyard,” only 150 kilometres from the southernmost shores of Florida. More worrying at the time, though, was the prospect that Cuba’s conversion would be only the first step in a process in
which Communism spread rapidly through all of Latin America. President Dwight D. Eisenhower had formulated the famous “domino theory,” whereby the fall of a single domino would lead the others to topple in swift succession, and other U.S. presidents—including Eisenhower’s successor, John F. Kennedy—became ardent believers in this powerful psychological metaphor as well (dubious though the theory now seems in hindsight).

During the last year of the Eisenhower administration, a secret plan was hatched by the CIA to invade Cuba and depose Castro, using Cuban exiles as a front for direct U.S. involvement. This plan was implemented by the new Kennedy administration, which gave the go-ahead for an invasion of Cuba at the Bay of Pigs (known on the island as Bahía de Cochinos or Playa Girón) in early 1961. The whole venture was a miserable failure, however, not least because Castro’s forces fully expected the invasion and were waiting for the exile forces. One hundred and fourteen of the exiles were killed, and nearly 1,200 men were captured. According to one authoritative report, around 1,800 deaths resulted from the invasion when Cuban civilian casualties are included. Embarrassingly, the Kennedy administration was also later forced to pay a ransom to Castro in order to get the prisoners back.

Janis opens his discussion of John Kennedy’s decision to approve the plan by quoting Kennedy himself. “How could I have been so stupid?” the president is said to have asked his brother Robert and others when the invasion plan failed spectacularly. This was a huge military and political embarrassment for an administration which was only a few months old, and Janis is especially keen to understand why this particular government could have made such a colossal error. After all, Kennedy’s administration was filled with young, well schooled, confident individuals, men whom JFK had carefully and very deliberately selected because he wanted the best talent in America from academia and business.

In retrospect, Kennedy and his colleagues made six major errors, Janis argues. First of all, they reasoned that most ordinary people—both inside and outside the United States—would believe the CIA’s cover story that this was entirely a “Cuban exile operation.” The invasion plan called for the landing of an exile brigade, which would then link up with anti-Castro dissident groups within Cuba and storm Havana, deposing Castro in the process. It seemed unlikely that the hand of the United States could be disguised even at the time, however, since the details of the plan had not only leaked, but had even been published in The New York Times ahead of the invasion! Second, Kennedy and his advisers reasoned that the Cuban Air Force was wholly ineffective, and third this force could easily be knocked out by the elderly aircraft that the CIA had given to the invading exile brigade. Neither of these assumptions turned out to be accurate. JFK had canceled a U.S. air strike against the Cuban forces, largely
out of a fear that this would make the participation of the United States in the invasion far too obvious, and this undercut the ability of the exile forces to immobilize Cuban air defenses. Fourth, they assumed that Castro’s army was simply so weak that the exile brigade would be able to establish a well protected beachhead at their landing point. Fifth, they assumed that morale was so high among the invading force of 1,400 Cuban exiles that they would not need the support of U.S. land troops. Both of these expectations were problematic as well; morale was actually so low among some of the exiles that they had rebelled against their CIA handlers.

Finally, the president and his colleagues made the critically flawed assumption that an invasion would somehow “instantaneously” spark a popular uprising. This was perhaps the most dubious assumption of all, since—having got wind of the invasion plans—Castro had time to round up and imprison anyone he thought likely to join up with the invasion force. If the spontaneous uprising did not happen, JFK and his advisers reasoned that the forces could always retreat to the Escambray mountains and join anti-Castro guerrillas there. Apparently, no one had told the president that the original landing site had been moved, making any escape impossible if the assumption of an instantaneous uprising proved unfounded (as, in fact, turned out to be the case). In order to escape, the invaders would now have had to wade through hundreds of miles of swampland, but none of JFK’s advisers seems to have thought to look at a map. The result, Janis says, was “a perfect failure.”

How and why did Kennedy and his advisers convince themselves that such a flawed operation would succeed? As in the Vietnam case, Janis traces this fiasco to a deeply flawed decision-making process. Applying the theory to the case, he argues that the following symptoms manifested themselves:

- Illusion of invulnerability: as Janis sees it, the “New Frontier” people (a term used to describe Kennedy’s officials) thought that they “couldn’t fail.” Several of JFK’s advisers appear to have felt as if they possessed what Ted Sorensen has called “the magic touch.” Certainly Kennedy himself was unaccustomed to losing anything in his life, as was the case with most if not all of his key advisers.
- Illusion of unanimity: no one raised doubts about the invasion plan in the many formal meetings that were held to discuss it.
- Suppression of personal doubts: some said afterwards that they harbored significant doubts which they failed to voice at the time, most notably Arthur Schlesinger.
- Self-appointed mindguards: Robert Kennedy and Dean Rusk in particular seem to have acted as the mindguards in this case. Robert Kennedy is said
to have told Schlesinger not to voice his doubts in meetings, since the president had “already decided” to go ahead with the plan.

- Docility fostered by suave leadership: John Kennedy himself may have encouraged a sense of complacency and docility by allowing the CIA to dominate the discussion and failing to encourage his advisers to ask the tough questions that might have exposed the plan’s flaws.

- Taboo against antagonizing new members: CIA Director Allen Dulles and his Chief of Plans Richard Bissell were both strongly in favor of the plan—which had been formulated by the previous administration—and were held in high esteem by the group. Janis argues that in such a situation, it becomes socially difficult to challenge the wisdom of those who appear to know what they are doing.\textsuperscript{15}

**Example 2: Escalation of the Vietnam War**

Irving Janis argues that the decision to Americanize the war in Vietnam in 1965, made by Lyndon Johnson and his advisers, represents one of the clearest examples of the groupthink phenomenon at work. U.S. land troops went ashore that year, and would remain in Vietnam for the next eight years. The war would end with the collapse of Saigon in 1975, as the last Americans fled the U.S. embassy there by helicopter. In the meantime, more bombs were dropped on North Vietnam than had been dropped in all of World War II. Over 58,000 Americans lost their lives, and millions of Vietnamese: all in the vain attempt to stave off an outcome that could have been prevented back in 1945 if the United States had supported Ho Chi Minh’s declaration of independence from the French. Both on that occasion and at various points along the way, there had been various “lost opportunities” which could have been taken to avoid war.\textsuperscript{16}

One such opportunity came in the immediate aftermath of World War II. During the war, Ho’s Communist forces had allied themselves with the United States against Japan, and his organization (known as the Viet Minh) had actually assisted in the recovery of downed American pilots over Vietnam, Cambodia, and Laos. In 1945 the British returned control of Vietnam to its French colonizers, but Ho unilaterally chose to declare Vietnam’s independence. As he did so, members of the American OSS—the predecessor of today’s CIA—looked on in approval, and Ho even began his declaration using the first few sentences of the American Declaration of Independence. Tragically, however, the decision was made in Washington to side with the French; many in the State Department reasoned that the U.S. should support France in its efforts to regain control of its former colonies, since failing to do so might jeopardize French support for NATO in Europe. At that time,
moreover, Europe was considered a far more significant theater of interest than southeast Asia.

Janis does not look at the war in this broader context, but instead chooses to examine Johnson’s discrete decision to commit land troops to the war. What was so interesting to Janis as a social psychologist was that Johnson and his advisers showed the same kinds of conformist behaviors in groups to those shown in numerous laboratory experiments. But these were the individuals whom David Halberstam called “the best and the brightest,” experienced and highly regarded men Johnson had inherited from his predecessor John Kennedy. And yet the vast majority of these individuals wholeheartedly supported the escalation of a war that ultimately proved disastrous for the country.

The primary forum for Johnson’s Vietnam decision-making, Janis argues, was the “Tuesday Lunch Group.” This was a small, highly cohesive but informal collection of individuals whose judgment Johnson trusted the most, men like Secretary of State Dean Rusk and Secretary of Defense Robert McNamara. Within this group, Janis observes the presence of a number of tell-tale symptoms that can lead to the emergence of groupthink:

- A small, cohesive group of like-minded decision-makers who valued unity
- Over-optimism and a sense of invulnerability
- Homogenization of views within the “inner circle” of advisers
- Avoidance of potentially useful outside advice (e.g. that of Senator William Fulbright, Senator Mike Mansfield)
- Emergence of mindguards (e.g National Security Adviser Walt Rostow) and the suppression of personal doubts by group members
- Gradual exclusion of those who threatened the group consensus
- The “domestification” or exclusion of dissenters.

Even within Johnson’s inner circle, there were a handful of dissenters. Most notably, Undersecretary of State George Ball harbored significant doubts about Americanizing the war, and repeatedly expressed these doubts in meetings. However, Janis argues that the group defused Ball’s dissent by referring to him as a “devil’s advocate.” This term originates from the Catholic faith and refers to the cardinal within the Vatican who is traditionally chosen to argue against the beatification of a saint, in effect taking the “Devil’s side.” The other cardinals know that the advocate is not seriously converting to this position, but (much like a lawyer who must defend a notorious criminal in a court trial) he is required to take this position. Similarly, many of those who favored escalating the war maintained that Ball was not serious in his dissent, but was merely arguing against the majority position in order to ensure that all positions were heard in the debate.
For the rest of their lives, many of Johnson’s decision-makers on Vietnam—Assistant Secretary of State for East Asian Affairs William Bundy is a good example—would continue to maintain that Ball had been a devil’s advocate, but this was simply untrue. Ball harbored very real and heartfelt disagreements with the others. But dismissing or “domesticating” the dissenter in this way is exactly what one would expect if groupthink were present, Janis’s analysis suggests. Similarly, Lyndon Johnson himself would defuse the criticism of Press Secretary Bill Moyers by announcing “here comes Mr. Stop the Bombing!” whenever Moyers walked into the room, thus blunting anything Moyers might say against the war before he even uttered a comment.18 And when one of the original architects of the war, Robert McNamara, began to have doubts about the wisdom of the war and began to express these outside the group, Johnson compared him to a son who had let slip to prospective buyers of a house that there are cracks in the basement.19 “He is just short of cracking up,” Johnson is reputed to have told advisers in 1967 when McNamara was not present.

**Criticisms of Janis’s Perspective**

The groupthink approach has been criticized from a variety of perspectives. Attempts to test the model more rigorously than Janis himself did have been met with mixed results.20 More generally, some have critiqued the theoretical coherence of the model Janis developed, while others have used more recently declassified materials to undermine the empirical arguments he made. As Philip Tetlock and his colleagues note, four broad criticisms have been raised against Janis’s work on the theoretical side: first of all, Janis relied on qualitative case studies, a method which frequently tempts the researcher to emphasize evidence which “fits” a theory and discard information which does not; second, there is a “suspiciously perfect correlation” between the presence of groupthink and flawed decision-making in Janis’s book, even though he himself concedes that process is not everything and that it is possible (by sheer luck) for a good decision to emerge from flawed procedures. Third, there is a suspicious “all-or-nothing” quality to the way that Janis’s case fit so neatly into the categories of groupthink or vigilant decision-making; and last, there are various conceptual problems with the model itself, especially those having to do with distinguishing the causes from the consequences of groupthink.21 In their classic critique, for instance, Longley and Pruitt question (amongst other things) the inclusion of “a belief in the inherent morality of the group” and “stereotyped views of out-groups” in the list of the symptoms of groupthink, since unlike the other factors these appear to have little to do with consensus formation or concurrence-seeking.22 In short, one does not need to hold a simplistic view of one’s enemy or an exalted view of one’s own
moral position to engage in hasty or premature decision-making that excludes minority views.

On the empirical side, David Barrett has notably challenged the idea that Lyndon Johnson didn’t receive competing advice on Vietnam. Most of his advisers did argue for escalation, but a significant minority did not, Barrett notes. Six advisers in particular argued against escalation. There was George Ball as we know already, but Senator William Fulbright, Vice President Hubert Humphrey, Senator Mike Mansfield, Senator Richard Russell and presidential adviser Clark Clifford all expressed their feelings against the war directly to Johnson as well.23 The picture of a president stubbornly ignoring outside advice and relying exclusively upon a tiny group of like-minded individuals therefore does not really fit what actually occurred, Barrett suggests. Of course, we have long known that it was not just Ball who expressed reservations about escalation; many in the CIA, Defense and State Departments also harbored strong doubts, though it tended to be those lower down the hierarchy who felt this way. Even more significant, perhaps, is the evidence we now have that Johnson himself agonized over the decision to escalate quite extensively. Johnson secretly taped a large number of his phone calls, and the declassification of many of these calls since the late 1990s has shown a Johnson who was almost always pessimistic about the chances of success, rather than exhibiting any “illusion of invulnerability.” We now know that Johnson and his colleagues were, as Barrett puts it, “uncertain warriors.”24

With regard to the Bay of Pigs, Robert McNamara has stated that the common emotion among Kennedy’s advisers when they initially took office was not one of omnipotence or “the magic touch,” as Janis’s account suggests, but a strongly defensive feeling. Domestically, JFK had won by the narrowest margin in electoral history at the 1960 presidential election, but even more importantly in foreign policy terms the dominant feeling was one of being on the defense against an ever-expanding Communist threat.25 Roderick Kramer argues that Janis’s interpretation of Vietnam and the Bay of Pigs sits poorly with what we now know about both case studies:

When making a case for the argument that Kennedy and his advisors displayed symptoms of overconfidence and an “illusion of invulnerability” when deciding to proceed with implementation of the CIA operation, Janis did not have access, of course, to the classified records of top secret briefings and meetings. This evidence, now available to scholars, indicates that Kennedy’s assessments were undoubtedly influenced not only by deliberately misleading intelligence assessments provided by the CIA, but also by disingenuous, and politically motivated comments made by
President Eisenhower to the new president during private, top-secret briefings.26

Rather than being influenced by group processes, Kramer suggests, Kennedy may simply have had great difficulty believing that Dwight Eisenhower, “the organizational genius behind the largest, most complex, and most successful amphibious military invasion in U.S. history,” would have supported a much smaller and less ambitious amphibiously based invasion that had little chance of success.27 In both the Vietnam and Bay of Pigs cases, moreover, the decisions each president reached may have had more to do with individual-level analogical reasoning processes (see Chapter 9 of this book) as opposed to group-level ones. For instance, the confidence that Kennedy and his advisers had in the CIA may have stemmed from the agency’s success in an apparently very similar case, the overthrow of Giacomo Arbenz in Guatemala in 1954. JFK and his advisers seem to have expected that Castro would flee the country when presented with a U.S. plan for his overthrow, just as Arbenz had done seven years earlier.

Newgroup Syndrome

A number of recent scholars have noted—probably with a fair amount of justification—that there has been too much attention devoted in research and textbooks to groupthink. No chapter on group decision-making would be complete without devoting a good deal of space to groupthink, as this one has; Janis’s theory is always the elephant in the room, a perspective we simply cannot ignore whenever political groups are discussed. Equally, however, empirical and theoretical criticisms of the groupthink approach such as the ones noted above have prompted many analysts of foreign policy decision-making to look “beyond groupthink,” re-examining the wider literature on group behaviors within social psychology for clues as to how other theoretical frameworks might be developed.28 One such approach has become known as the newgroup syndrome.29 Eric Stern and Bengt Sundelius, the theory’s major advocates, have proposed this approach “to capture a hypothesized pathological conformity dynamic liable to occur in newly formed policy groups [. . .] in ad hoc or newly institutionalized groups, that is, those in the forming stage.”30 As they further explain, in such groups:

A common group subculture and well-developed procedural norms tend to be lacking. This vacuum creates uncertainty among the members who are likely to be anxious, tentative, dependent, and, therefore, particularly inclined to take direction from a leader or other assertive group members.
within the group. These conditions create incentives for both compliance and internalization on the part of the individual member, which in turn results in a tendency toward conformity in the group as a whole.31

Drawing in particular on the work of Bruce Tuckman, Stern and Sundelius hypothesize that groups go through a number of developmental stages during the lifetime of their existence—from their initial formation to the point where they formally "adjourn"—and that a differing kind of dynamic operates at each. Stern and Sundelius are especially interested in the beginning of a group’s life, however, where a new administration comes to power or a significant turnover in membership (through resignations,hirings and firings) in effect creates a new group dynamic. While dysfunctional decision-making is not inevitable at this early stage—it all depends on the kind of norms that the group leader encourages at the outset—there is a tendency towards caution and conformity (and a corresponding lack of open, critical thinking) at this point.

Stern applies this approach to the Bay of Pigs case study, and we may usefully contrast his own approach with that of Janis. Like Janis, he argues that conformity was a particular problem in the decision-making, but he traces this to the fact that Kennedy—having swept away Eisenhower’s decision-making structures and a foreign policy apparatus which is now highly regarded by many scholars32—operated in a way that was too informal and ad hoc. The major players did not know one another well and were only beginning to find their feet in their jobs. Moreover, the president himself had little management or executive-level experience, having been a member of Congress and then a senator. “Given Kennedy’s relatively laissez-faire management style, he did not attempt to guide consciously and clarify the group decision culture in order to reduce uncertainty and promote critical interaction,” Stern concludes. “He appears to have been unaware of the effect of his person and the weight of his office upon his colleagues. Similarly, the evidence suggests that he was insufficiently conscious of the emergent group norms (unwittingly reinforced by his own conduct) of deference to the president and to ‘experts.’”33

The Individual in a Group Setting

The group-level form of situationism suggests that groups are more than the sum total of the individuals who compose them; once policy-makers form a group, the resultant body can in a sense “overwhelm” its members and take on a life of its own. As Stern puts it, Kennedy does not appear to have appreciated this possibility at the outset. “He placed a premium on talent, believing that this quality was the key to achieving policy and political success,” Stern argues. “In other words, he believed that it was enough to assemble a number of talented
people, throw them in a room together, and wait for good things to happen." This kind of perspective is akin to a belief in a kind of narrow dispositionism; in other words, Kennedy’s initial view ignored the group dynamic that occurs when we bring individuals together, and situationists like Janis would contend that these dynamics are not always positive in their effects (as we saw in the Bay of Pigs and Vietnam cases). By the time of the October 1962 Cuban missile crisis, however, JFK clearly recognized the effects that group norms and other factors can have on decision-making, taking various steps to ensure that his own presence (for instance) did not preordain the decisions reached. Fortunately for us, he seems to have been a quick learner.

Conclusion

We have seen how situationist arguments can take a number of different forms, though all of the main approaches we have discussed—Skinner’s behaviorism, Milgram’s obedience paradigm, Zimbardo “bad barrel” theory and the group-think approach of Janis—share in common the belief that our dispositions are less critical in shaping our behavior than the situation in which we find ourselves. Most of us, though not perhaps everyone, can reliably be expected to behave in predictable ways when placed in a certain situation. But there is, as we have occasionally noted in the criticism of various situationist approaches, another (rival) way of looking at the underpinnings of political behavior: dispositionism. Dispositionist approaches dispute the notion that human beings generally behave similarly when placed in the same kind of situation; as we saw in Chapter 1, dispositionists believe in the immense variability of human beings— their differing beliefs, attitudes, mindsets, and so on—and cite examples that highlight the variation in political behavior which results from these differences. Our next task, then, is to discuss various perspectives that take a dispositionist approach, and we begin that job in the next chapter with an examination of the oldest approach to political psychology, psychobiography. As we shall see, this is a body of work which inherently assumes that individuals and their peculiarities “matter.”
Part II

The Individual
Chapter 7

Psychobiography

Dr. Justin Frank’s *Bush On The Couch: Inside the Mind of the President* caused a minor storm when it came out in 2004:

If one of my patients frequently said one thing and did another, I would want to know why. If I found that he often used words that hid their true meaning and affected a persona that obscured the nature of his actions, I would grow more concerned. If he presented an inflexible worldview characterized by an oversimplified distinction between right and wrong, good and evil, allies and enemies, I would question his ability to grasp reality. And if his actions revealed an unacknowledged—even sadistic—indifference to human suffering, wrapped in pious claims of compassion, I would worry about the safety of the people whose lives he touched. For the past three years, I have observed with increasing alarm the inconsistencies and denials of such an individual. But he is not one of my patients. He is our president.¹

Drawing on the uncompromising psychoanalytic theories of Melanie Klein, Frank argues that the formation of Bush’s personality in early childhood provides the critical key to understanding his later actions. His early development, Frank suggests, was hampered by the treatment he received from both parents: George H.W. Bush was an absentee father, often away in Washington D.C., while Barbara Bush was a cold, unfeeling and authoritarian mother. In response to this upbringing, Bush developed a Manichaean view of the world characterized by black and white thinking. He also developed delusions of megalomania and omnipotence. His actions as president, Frank maintains, reflect “the drive of an under nurtured and emotionally hobbled infant.” Using Bush’s history of alcoholism as one example, he lists Bush’s failure to draw upon recognized treatment options like Alcoholics Anonymous as evidence of “multiple, serious and untreated symptoms.” Removal from
office is the only “treatment option,” both for Bush’s sake and for ours, Frank contends.

In truth, Frank’s argument is merely one of the latest additions to what is perhaps the oldest tradition of all within the field of political psychology. Usually termed “psychobiography” or “psychohistory,” this approach assumes that individuals are important in the sense that their psychological characteristics are held to have a meaningful impact on real-world events and outcomes (sometimes termed the “hero in history” model). All psychobiography has this factor in common. Another point of similarity is that all work in this area either explicitly or implicitly uses some psychological theory or other to make sense of a person’s life history and choices.

It is worth pointing out at the outset that such approaches are nowhere near as fashionable as they once were, probably reflecting the decline of psychoanalytical approaches in general. It is easy to dismiss such arguments as “psychobabble” or unscientific armchair analysis, as many critics do. Others—usually psychiatrists or psychologists nowadays, rather than political scientists—continue to do work within this tradition, and maintain that such an approach is essential to understanding adult behavior, including the behavior of major politicians. On the question of whether such work is ultimately valuable, this chapter will make no presumption either way; that question is left to the reader to work out for him- or herself. But we shall suggest that whatever the advantages and disadvantages of psychobiography may be, these approaches are at the very least worth considering and are often rather intriguing.

The Formative Influence of Sigmund Freud

Many psychobiographies have been influenced, both in the past and today, by psychoanalysis and the arguments of its creator, Sigmund Freud. Freud’s claim that events in childhood exert a powerful impact on later development has had an especially strong influence on this type of work. The reader will recall from our earlier discussion that according to Freud, human beings are motivated by only two things, aggression and the sexual impulse (together known as the “pleasure principle”). He saw the mind as composed of what he called the id, the ego, and the superego. Most critically in terms of his impact on the development of psychobiography, Freud hypothesized that childhood experiences do not simply fade in significance as time goes on, but often exert a fundamental impact upon our adult behavior. He pointed out the importance of unconscious processes, which as Butler and McManus note, include unconscious and socially “unacceptable” wishes. These
are inferred, for example, from dreams, slips of the tongue, and mannerisms [. . .] in particular, unconscious conflicts are hypothesized to be a prime cause of psychological distress, which psychoanalysts can help to relieve by assisting in their expression, and by using psychodynamic theories based on Freud’s work to interpret patients’ behaviors.¹

Freud believed that dreams, for instance, contain expressions of our hidden desires and secrets, and that a skillful psychoanalyst could decode these dreams to reveal the unconscious conflicts within. When conflicts occur between different aspects of the personality, this creates anxiety in the ego; when this anxiety becomes unmanageable, we resort to various unconscious defense mechanisms such as repression, rationalization, denial, displacement, and projection.

Freud’s legacy has been mixed.³ As the psychologist Drew Westen notes, Freud virtually invented the concept of the unconscious, the notion that we may act from motives and reasons that are unknown even to ourselves. “Before him, nobody realized that our conscious mind is the tip of the mental iceberg,” Westen argues. Today, however, we take the idea of the unconscious pretty much for granted. Also taken for granted is the notion that childhood development may exert a fundamental impact on adult behavior (in Freud’s time a radical proposition). Westen adds that Freud was also correct about denial. “The research is crystal-clear that we look the other way not to see what makes us uncomfortable,” Westen notes. Some of Freud’s ideas are so widely accepted that they have become dissociated from Freud himself, Westen suggests.⁴ On the other hand, Freud’s reduction of our motives to simply sex and aggression is nowadays viewed almost universally as far too simplistic, and his methods have frequently been attacked as unscientific.

Freud wrote several psychobiographies himself. The best known is probably his study of Leonardo da Vinci, in which he concluded—largely on the basis of a dream reported by the artist and the anatomically detailed drawings of his male subjects—that da Vinci was a homosexual.⁵ Of more political relevance, he was also supposedly the co-author (with William Bullitt) of a psychobiography of Woodrow Wilson, apparently written in the 1930s but published only in 1967.⁶ Nevertheless, his influence upon political psychology was mostly indirect, and it was left to others who had been influenced by Freud’s body of work to tease out its larger political applications and implications.

The Formative Influence of Harold Lasswell

Harold Lasswell’s path-breaking book *Psychopathology and Politics* was first published in 1930.⁷ Lasswell was heavily influenced by Charles Merriam, who inspired Lasswell to explore the relationship between psychology and politics.
Unusual for a political scientist, Lasswell took the time to train himself in the psychological theories of the day. Since psychology at the time was heavily influenced by Freudian psychoanalysis, it is natural that his work came to bear the imprint of this body of theory. Simply put, Lasswell’s core argument was that what he called the “political personality” results from the displacement of private problems onto public life. A person denied love at home may seek the love of the American people, for instance. Here the Freudian theme of defense or compensation mechanisms comes out strongly, especially the mechanism of displacement. Political ambition and the search for power often serve as compensatory factors to overcome low self-esteem, he thought. As Lasswell himself put it, his argument was that “political movements derive their vitality from the displacement of private affect upon public objects.” As a Freudian, Lasswell also viewed sex and aggression as the dominant motivators of human beings and subscribed to the id/ego/superego distinction. The repression of unconscious motives plays a major role in his work. His *Psychopathology and Politics* and later *Power and Personality*—which pursued the idea that politicians often displace private needs such as self-esteem onto the public world—influenced a whole generation of younger scholars, and provided a key intellectual linkage between Freud and the ideas of figures like Alexander George, whose work we shall discuss next.

### The Dysfunctional Childhood of Woodrow Wilson?

Alexander and Juliette George’s *Woodrow Wilson and Colonel House* is one of the most famous and often-discussed examples of the psychobiographical genre, and as protégées of Lasswell their theories about Woodrow Wilson bore the strong imprint of their former teacher and his ideas. As in Lasswell’s work, George and George start from the position that political power in their subject’s case was really a compensation for chronic low self-esteem. Like Lasswell before them, they also rely on the notion of unconscious motives lurking below the surface of things and the psychoanalytic emphasis on childhood development. The central claim made in *Woodrow Wilson and Colonel House* is that Woodrow Wilson harbored an unconscious anger towards his father for the treatment he had received during his childhood years. The stern and unyielding Dr. Joseph Wilson, a Presbyterian minister, supposedly pushed his son (who had learning difficulties early on in his life) relentlessly, but would rarely reward his son’s achievements with affection. He was allegedly never satisfied with his son’s performance, and treated him with cold indifference. He would often tease young Woodrow, George and George argue, leaving him with a sense of inadequacy and making him feel “stupid, ugly, worthless and
unlovable.” He was “perpetually dissatisfied with himself,” they note, striving all his life to achieve great deeds in compensation.

One of the leading characteristics of Wilson’s personality was his inflexibility, they note, and this characteristic is also traced to his childhood upbringing. The teasing of his father made Woodrow insecure, rigid, and unwilling to compromise in later life, and this childhood propelled him into a lifelong series of conflicts with “father figures” such as Dean West at Princeton University and later Senator Henry Cabot Lodge. Ironically, Wilson was only too well aware of the importance of negotiation and bargaining within the American political system, but his refusal to compromise over the League of Nations Treaty led to his ultimate downfall. The treaty was in many ways Wilson’s own brainchild, but George and George argue that the U.S. Senate would have approved the League of Nations if only Wilson had been willing to make a few compromises. This characteristic inflexibility inevitably led to the rejection of the treaty as well as other self-created policy disasters stemming from his basic inflexibility.

In their original book, they hedged this argument with a great deal of tentative words like “perhaps” and “one may speculate that.” Perhaps an early reviewer of the book (or one or both authors) insisted on this, for the reader can readily appreciate how untestable a claim of this sort is. They also deny that they are attempting to explain Wilson’s behavior solely through his personality. Since we cannot know what is present in our unconscious—otherwise, the phrase “unconscious” would have no meaning—it is well nigh impossible to test George and George’s claim. Perhaps surprisingly given the centrality of Wilson’s childhood to their argument, they devote only a few pages of discussion to this topic.

Much of their book is given over to showing how stubborn and inflexible Woodrow could be (that is, to showing that the same patterns recurred through his life) but it does not necessarily follow that the explanation for this lies in the kind of psychological explanation being offered here. One either accepts it on faith, having read their interpretation of his life, or one looks for other explanations. Edwin Weinstein and his colleagues did the latter, arguing that the root of Wilson’s inflexibility was physiological. It is well known in medical circles that strokes can lead to mood-changing behavior, and we know that Wilson suffered a series of strokes, the most serious of which occurred in October 1919. This argument probably enjoys wider acceptance today than George and George’s—tellingly, a recent PBS film biography of Woodrow Wilson’s life makes no mention of the George and George thesis—but it provoked an intemperate debate between Weinstein, Anderson, and Link, and the Georges at the time, a disagreement which is still interesting today because it illustrates how difficult it is to make these kind of arguments “stick.”
The Complexity of Lyndon Johnson

Lyndon Johnson presents us with an object case in the complexity of a leader’s personality and the corresponding difficulties that arise when dealing with a leader whose personality exhibits so many competing facets. LBJ has variously been described as an active–negative, a narcissist, a presidential paranoid, a manic–depressive, and as the victim of a harsh maternal upbringing. The earliest and best psychological analysis of Johnson came from the presidential historian and former confidant of LBJ, Doris Kearns Goodwin. In her *Lyndon Johnson and the American Dream*, first published in 1976 just three years after LBJ’s death, Goodwin applies a psychoanalytic approach to Johnson. Goodwin suggests that his early upbringing—especially his relationship with his mother—shaped his future interactions with his staff and others in the political world. Johnson’s rather intellectual and ambitious mother felt robbed of a promising career by Sam Johnson (Lyndon’s father), by all accounts a boorish man who was often drunk. She compensated for this by using her son as a substitute for her own ambitions, Goodwin argues, withdrawing her love when Lyndon didn’t live up to her high expectations.

“How children dance,” Rainer Maria Rilke wrote, “to the unlived lives of their parents” [. . .] The image of Rebekah Baines Johnson that emerges in these stories is that of a drastically unhappy woman, cut off from all the things that had once given her pleasure in life, stranded in a cabin on a muddy stream with a man she considered vulgar and brutish, a frustrated woman with a host of throttled ambitions, trying, through her first-born son, to find a substitute for a dead father, an unsuccessful marriage, and a failed career. She seemed under a compulsion to renew on her son’s behalf all the plans and projects she had given up for herself. The son would fulfill the wishful dreams she had never carried out, he would become the important person she had failed to be.17

Johnson recalled that

> my mother soon discovered that my daddy was not a man to discuss higher things. To her mind his life was vulgar and ignorant. His idea of pleasure was to sit up half the night with his friends, drinking beer, telling stories, and playing dominoes. She felt very much alone. The first year of her marriage was the worst year of her life. Then I came along and suddenly everything was all right again. I could do all the things she never did.18

Rebekah fostered Johnson’s enormous ego; in LBJ’s words, she “made me
feel big and important. It made me believe I could do anything in the whole world.” And yet her love and affection ebbed and flowed, and could often be withdrawn when (say) the young Lyndon brought home a bad grade report from school. “When he failed to satisfy her desires,” Goodwin argues,

he experienced not simply criticism but a complete withdrawal of affection. “For days after I quit those lessons she walked around the house pretending I was dead. And then to make it worse, I had to watch her being especially warm and nice to my father and sisters.”

The same experience was repeated later when Johnson refused to go to college and Rebekah closed him out for weeks, refusing to speak or even to look at him.19

Goodwin argues that a striking link is apparent between the way his mother alternately extended and withdrew love and the manner in which Johnson himself treated his own staff and indeed “nearly all his adult relationships.” LBJ was capable of incredible warmth and generosity towards his friends, colleagues, and subordinates, but they uniformly recall how swiftly this warmth could turn to anger and hostility when they failed to live up to the high standards he set for them. Johnson

demanded a measure of gratitude and loyalty so high that disappointment was inevitable. And when the disappointment came, Johnson tended to withdraw his affection and concern—the “Johnson freezeout”—hurting others in much the same way as his mother had hurt him years before.

Another distinguished presidential historian, Robert Dallek, views Johnson as a textbook case of political paranoia. While in no sense a fully fledged psychobiography, Dallek’s Flawed Giant argues that “at times, Johnson came frighteningly close to clinical paranoia.”20

Plaguing Johnson [ . . . ] was an irrational conviction that his domestic opponents were subversives intent on undermining national institutions. Johnson’s paranoia raises questions about his judgment and capacity to make rational life and death decisions. I do not raise this matter casually. It is a frighteningly difficult issue, which the country has never seriously addressed.21

Dallek confirms Bill Moyers’ view, previously attributed to him by Richard Goodwin, that Johnson suffered from spells of intense paranoia and quotes Moyers’ belief that Lady Bird Johnson was more concerned about her husband’s
paranoia than anyone else.\textsuperscript{22} He also offers evidence that Secretary of State Dean Rusk was worried. Like his successor Nixon, Johnson saw conspiracies everywhere, both from the left and the right. But the beliefs Johnson expressed about his enemies, though sincerely held, were unfounded, no more than “cranky nonsense” in Dallek’s words.\textsuperscript{23}

The most forceful advocate of the Johnson paranoia position amongst those who actually worked with him has been Richard Goodwin, Johnson’s former speechwriter and Doris Kearns Goodwin’s husband. His memoir \textit{Remembering America} created a minor storm when it was first released in 1988, largely due to what its author had to say about Johnson’s increasingly strange behavior at the time of the key decisions about Vietnam.\textsuperscript{24} Goodwin recalled that:

During 1965, and especially in the period which enveloped the crucial midsummer decision that transformed Vietnam into an American war, I became convinced that the president’s always large eccentricities had taken a huge leap into unreason. Not on every subject, and certainly not all the time [. . .] There is no question in my mind that both the atmosphere of the White House and the decisions taken until 1965 (the only period I personally observed) were affected by the periodic disruptions of Lyndon Johnson’s mind and spirit.\textsuperscript{25}

Based on several years of observing Johnson at first hand, Goodwin concludes that LBJ “experienced certain episodes of what I believe to have been paranoid behavior” and that this observation “was shared by others who also had close and frequent contact with the president.”\textsuperscript{26} In 1965 both Goodwin and Press Secretary Bill Moyers began—independently and without each other’s knowledge—consulting psychiatrists about the president and reading psychology textbooks in an effort to make sense of the mental deterioration they observed.

How are we to make sense of an individual as psychologically complex as Johnson? In addition to clues from his childhood and his “Jekyll and Hyde” personality as well as strong hints of paranoia, there is some evidence of narcissism on Johnson’s part. On a visit to the Vatican in 1966, Johnson famously presented the Pope with a bust of himself. Everyone in the family was called “LBJ,” almost as if he considered himself of such importance historically that he aimed for a kind of vicarious immortality. He has also rather controversially been diagnosed at a distance as a manic–depressive by the psychiatrist Dr. Jablow Hershman.\textsuperscript{27} Even figures who appear relatively easy to understand, such as George W. Bush, may actually be the product of psychological experiences we can only dimly comprehend, as Frank’s book suggests.
Comparative Psychobiography

No chapter on this topic would be complete without an examination of what is undoubtedly the major work of comparative psychobiography: James David Barber’s book *The Presidential Character.*28 As Paul Kowert notes, individual works of psychobiography are “idiosyncratic, focus on unique sets of variables, and thus offer little basis for comparative analysis.”29 Barber’s book was one of the first to analyze American presidents in a comparative way, and the first to come up with a generalizable framework that could be applied to all presidents, no matter what their background, beliefs, or *modus operandi*. He was interested above all in explaining why some presidents succeed while others fail, and in predicting who is likely to succeed or fail before it actually happens. In fact, you can easily guess that by looking at the subtitle of the book, which is *Predicting Performance in the White House*. How does he do that? In essence, he argues first of all that success or failure is largely a function of what kind of personality the President possesses, and he goes on to describe two different dimensions within the notion of presidential character: the active–passive dimension and the positive–negative dimension.

*Active versus passive* refers to the amount of energy a president puts into the job. Active presidents are movers and shakers, if you like; they are driven individuals who have vast amounts of energy, and they throw themselves enthusiastically into the job. Conversely, passive presidents are far less involved in details, do not work so hard and prefer to steer an even course in policy-making rather than stirring up policy conflicts or challenging the status quo.

The *positive versus negative* dimension, on the other hand, refers to the degree of satisfaction that the president gets out of doing his job (his level of contentment, in other words). Although practically all presidents start off wanting to do the job, some find that they don’t actually enjoy the position once they’re there. Clearly, the responsibilities of the office—and consequently the strains and burdens placed on the incumbent—are massive, and this can lead one to actively dislike being president. Barber suggests that some individuals are negative in the sense that they feel bound by duty or responsibility to hold power, even though they hate exercising power or dislike the demands that go with it. Other presidents are positive about the job, in the sense that they greatly enjoy holding the position and derive immense satisfaction from it.

Barber says that of all the things you can be, it’s best by far to be an *active–positive*. Active–positives are balanced individuals who are contented with life, respect themselves, are open to new ideas and willing to learn from experience. These people are healthy, energetic, “can do” presidents who tend to perform well in presidential office. Presidents FDR, Truman, Kennedy, Ford, Carter, George H. W. Bush, and Clinton are all deemed to fall under this category. Harry
Truman, for instance, was able to actively reshape the whole tone of American foreign policy: he introduced NATO, the Marshall Plan, he intervened in Korea, and—most importantly—it was under his presidency that America adopted the long-established policy of containment, which was to remain the key plank of U.S. foreign policy right up until halfway through the Bush administration. Barber would argue that it was Truman’s “can do” personality, his energy, and decisive nature that led directly to these actions. Jimmy Carter is another example: although he accomplished far less, Carter was intensively involved in the governmental process and enjoyed being president more than anything else in his life. Indeed, his performance since he left office shows that he liked it so much he’s still acting as if he’s the current president!

The least desirable thing to be, on the other hand, is an active–negative, Barber thinks. These presidents are said to be dangerous because they have a tendency towards compulsiveness and aggression, and they tend to be stubborn and inflexible to the point of bringing disaster on themselves and the country. They often retreat into themselves, hunkering down in the face of opposition. Of recent presidents, Barber claims that Richard Nixon and Lyndon Johnson were both active–negatives who both stubbornly pursued courses of action that led to their respective downfalls (Johnson with Vietnam, Nixon with Watergate). Nixon decided to widen the war in Vietnam by invading Cambodia in 1970, thus falling into the trap of sticking to (and indeed, expanding) a line of policy that had essentially failed, and like the paranoid LBJ he saw conspiracies and enemies everywhere. Both ended their presidencies in extreme isolation.

Less undesirable, but not nearly as good as being active–positive, are the passive–positives and passive–negatives. Passive–positives, Barber claims, seek love and affection by being pleasant and cooperative instead of confrontational. They are optimistic, friendly, and compliant; but while passive–positives enjoy being president and derive satisfaction from the job to some extent, they don’t try to achieve much and don’t feel that much is required of them. Ronald Reagan is given as the only recent example of this; again, Barber makes this claim because he thinks Reagan was a very agreeable and personable individual who preferred not to engage in strenuous work. He would often articulate what he wanted in general terms, but would leave it to his advisers to decide how to implement these general principles and put them into practice. In other words he was an inactive macro-manager in contrast to the micro-managing Jimmy Carter, who got heavily involved in the day-to-day details of policy-making.

Lastly, there are the passive–negatives. These individuals would rather be almost anything but president, but they feel a sense of duty to do the job anyway. They are in politics, in essence, because they feel they ought to be. This kind of leader derives very little satisfaction from the job and also makes little effort to get things achieved. Barber argues that Dwight Eisenhower fits
into this category; Eisenhower did not press for any dramatic changes during his terms in office, and appeared to take the job with extreme reluctance. Arguably, he was drafted into the Republican nomination in 1952, and seemed not to want the job. Eisenhower, Barber says, “did not feel a duty to save the world or become a great hero, but simply to contribute what he could the best he was able.”

When we put the two dimensions—active versus passive and positive versus negative—together, we obtain a two-by-two table like the one reproduced below (see Table 7.1).

Barber’s theory has always been controversial with political scientists ever since it was originally published back in 1972, and it has become one of the most quoted and discussed books in American political science. At worst, it reminds us that presidential performance is the result of a complex mix of factors, rather than just personality, and at best, it may even provide us with what it claims to provide us; that is, a reliable scheme for predicting success or failure in office. Nevertheless, the critics have highlighted a number of problems with the theory that have led to a decline in its fashionability in recent years. And of the criticisms that have been directed at Barber’s framework, at least three seem especially worthy of note here:

1. It may oversimplify the world in a way that is ultimately misleading. One could argue that there are literally dozens of categories into which presidential personalities might fit, if not hundreds. Creating such a simple framework arguably leads Barber to underestimate the differences between presidents who seem similar on the face of things. Arguably, employing such catch-all categories does not allow Barber to do what he is

| Table 7.1 Barber’s characterization of modern presidents |
|---------------------------------|---------------------------------|
| **Positive**                    | **Negative**                    |
| Active                          |                                 |
| FDR                             | Woodrow Wilson                  |
| Harry Truman                    | Herbert Hoover                  |
| John Kennedy                    | Lyndon Johnson                  |
| Gerald Ford                     | Richard Nixon                   |
| George H.W. Bush                |                                 |
| Bill Clinton                    |                                 |
| Jimmy Carter                    | Calvin Coolidge                 |
| Passive                         | Dwight Eisenhower               |
| William Taft                    |                                 |
| Warren Harding                  |                                 |
| Ronald Reagan                   |                                 |
| George W. Bush?                 |                                 |

attempting to do, which is to distinguish between success or failure. Do Truman and Carter really belong in the same box? Do FDR and Gerald Ford?

2 It is difficult to fit particular presidents into particular “pigeonholes.” There is always room for disagreement as to whether a president is active or passive, and most of all as to whether he is negative or positive about the job. Lyndon Johnson is classed here as an active–negative, meaning that he worked hard but derived little satisfaction from the job. But Johnson actually seemed to enjoy being president at the beginning of his tenure; it was only when America got bogged down in Vietnam that he began to hate being president, and even then he found it hard to do what he eventually did do—which was to leave the presidency prematurely by voluntarily deciding not to run again. Or take Bill Clinton as another example: did Clinton really enjoy being president? Some evidence suggests that he did. On the other hand, Bob Woodward in his book The Agenda recounted various stories which revealed that Clinton was often frustrated by the job and regularly flew into rages and tantrums when things didn’t go his way. So in other words, assessing this kind of thing requires us to engage in a certain amount of speculation, and—some would say—mind reading. Examples like this, a critic might say, make Barber’s framework seem too subjective and unscientific.

3 Probably the most telling criticism that has been raised against Barber’s theory, though, is the argument that presidential performance in office is more a function of events and circumstances than it is the result of personality or character (the now familiar situationist critique). The surrounding circumstances—particularly the economic situation—often seem to have the most impact in determining presidential success or failure, regardless of who the incumbent happens to be. Gerald Ford and Jimmy Carter, for instance, were unlucky enough to take office at a time when the global economy was stuck in recession, while Ronald Reagan after 1982 presided over an upturn in the fortunes of the world economy. Some presidential “success” seems to be the product of plain dumb luck, or the lack of it: FDR took office at a time when Herbert Hoover’s Republicans had been discredited by the Great Depression and was able to expand presidential power in the wake of World War II.

Presidential power and the opportunities for greatness are usually greatest during times of profound crisis, and FDR was lucky enough to have two during his years in office: the Depression and World War II. Lyndon Johnson, conversely, was unlucky to come into office at a time when tough decisions about Vietnam had to be made. In previous years, Eisenhower and Kennedy had both prevaricated on the question of
whether American troops ought to be sent in to protect South Vietnam from the Communist North. By 1965, a year-and-a-half after LBJ had acceded to the presidency, that decision could be put off no longer. Johnson decided to escalate U.S. involvement in the war, but one might argue that any president would have done this when faced with this objective set of circumstances. The reality was that South Vietnam would fall without heavy American military assistance, and Johnson was unlucky in the sense that he was the one who had to make that hard decision. And as we have known for some years, it was a decision that ultimately destroyed his presidency.

The Decline of Psychobiography?

In recent years, it has to be said that the quality of some of the psychobiographies that have emerged has not matched the style or sophistication of, say, George and George’s analysis of Wilson or Betty Glad’s work on Jimmy Carter. There has in particular been a tendency to politicize the analysis of individual leaders. We have already cited Bush on The Couch, which even many on the left regard as a somewhat dubious piece of work. We will finish this chapter with a psychological analysis of Bill Clinton which most political psychologists never took very seriously when it first appeared during the 1990s. Examining this analysis will be valuable, however, because it will highlight—hopefully in very clear fashion—some of the pitfalls to which this tradition has sometimes succumbed.

The mid-1990s were a time of huge political travails for Bill Clinton. Besieged by allegations that he had lied about numerous extramarital affairs and rumors of financial wrongdoing in the Whitewater affair, Clinton’s presidency was on the ropes before his political comeback at the 1996 presidential election. Writing in 1995—a decade before Frank published his book on Bush but written in a strikingly similar style—the clinical psychologist Paul Fick observed President Bill Clinton’s political difficulties from afar. Like Frank, Fick had not personally examined the president himself, but he also noticed striking similarities between the president’s behavior and a personality disorder he was accustomed to treating in his own practice. Clinton’s behavior, Fick argued, is characteristic of many individuals who have been raised by one or more alcoholic parents:

Here was a president who developed his own chaos [.] and yet thrived on the very chaos he had created. He openly distorted the truth, denied that he distorted the truth, yet epitomized sincerity at all times [.] His behaviors went beyond the typical political maneuvering; this behavior
was at the core of his character. The realization struck me that instead of becoming the next president of the United States, William Jefferson Clinton could just as well have been any of the hundreds of adult children of alcoholics (ACOA) I have treated in hospital or in my outpatient office.  

Fick diagnoses “adult children of alcoholics” syndrome at a distance. Those who have been brought up in alcoholic families, he says, often lie, are indecisive and become self-destructive in their adult life in a way that is strikingly reminiscent of Bill Clinton’s behavior both before and during his presidency. Clinton’s stepfather, Roger Clinton, was a violent alcoholic who would sometimes beat Bill’s mother. The future president’s response, as in many cases Fick says he has treated, was to assume the “hero role;” typically, one child will step up and effectively play the father or mother role (depending on which parent is absent or unreliable). But this incurs psychic costs for the hero figure; he or she harbors an underlying resentment. Moreover, children of alcoholics recreate the chaotic world they grew up in and may even thrive in it.

Problems With Psychobiographic Approaches in General

There are many objections to psychobiographical works like these, some of which may well have occurred to you as you read this chapter. One difficulty has to do with what social scientists call falsificationism. One of the most prominent philosophers of science who has discussed this subject is the late Karl Popper. In his book The Poverty of Historicism and other works, Popper railed against theories which cannot be “falsified.” The argument goes like this. A non-falsifiable theory is a theory which is so vague and general in nature that it is consistent with absolutely any outcome that might conceivably occur. It is often said that “a theory which explains everything explains nothing.” Some students find this confusing; surely if you have a theory which can explain any outcome, you have a pretty good theory! Unfortunately, though, this is often not the case. Consider the example we are interested in here, Freudianism. Popper argued that a major problem with Freud’s theories was that he regarded them as accurate regardless of whatever evidence he came across. Similarly, one objection to the aforementioned works on Clinton and Bush is that their authors seem so determined to prove the accuracy of their theories that virtually any empirical evidence “will do” to verify them. When Clinton lied, this was regarded as prime evidence for Fick’s theory, but when he appeared sincere, he was “hiding the truth from himself.” Similarly, Bush’s tendency to lie is attributed to his upbringing, but don’t all politicians lie to some degree?
Second, there is the problem of confirmation bias. Just as individuals looking at a potential candidate may see what they want to see in that person and disregard his or her failings (or good points), so a researcher looking for evidence in a case study of a particular leader is prone to discard evidence that does not fit the psychological theory being proposed and retain evidence that does. In other words, there is always the temptation to fit evidence to a theory, rather than letting the evidence inform (and possibly invalidate) that theory. This problem is certainly not unique to psychobiography—and nor is the falsification problem—but it is a relevant concern.

Third, there is the problem of access. Few of us are qualified to put a president “on the couch,” and no president is likely to submit to such a treatment by a political psychologist, trained or otherwise. Leaders who are not in perfect mental health are highly unlikely to admit to this shortcoming, and there is a taboo in most countries among candidates for national office against openly discussing their psychological problems. In 1972, Thomas Eagleton was forced to withdraw as George McGovern’s running mate on the Democratic ticket when it became known that he had consulted a psychiatrist in the past and undergone electric shock treatments. In the absence of this kind of access, then, we are forced to examine presidents and other leaders at a distance, a practice to which all of the works discussed in this chapter—with the possible exception of that of Doris Kearns Goodwin, who had remarkably close access to Lyndon Johnson after he left office—were compelled to resort. But there are obvious problems with this. The evidence we have regarding the thoughts that were going through a leader’s head at some point in the past is bound to be fragmentary, and may sometimes be unreliable or even non-existent. Perhaps no one can truly “see inside the head” of another individual, and even declassified documents may not reveal a leader’s true thinking.

Last, there is the problem of reductionism. The first part of this book highlighted the degree to which individual behavior may derive from the character of the situation the individual faces (that is, from the external rather than the inner world). Most psychobiography, on the other hand, is basically dispositionist; it takes the view that our values and beliefs directly determine behavior, or that some aspect of what is going on inside our own minds drives that behavior. But can we reduce our explanations to purely psychological variables? Doesn’t the political context in which a leader is operating matter just as much as their own psychological characteristics? As we have seen already, this is potentially a major difficulty with approaches like that of James David Barber in his book Presidential Character. Simple explanations offer a psychologically comforting way of making sense of the world around us, but a theory can also be too simplistic. This may be a particular problem for all of the works discussed here that highlight the importance of childhood development in explaining
later behavior. There is a good deal of research that suggests that childhood events are not nearly as important as we generally think in shaping later behavior. “Early deprivation may increase the chances of becoming a troubled adult, but it by no means guarantees it,” Sally Patel notes. “In fact, social scientists find even significant maltreatment does not influence a child’s development in a systematic or predictable way.”

**Conclusion**

For all of these failings—some of them more important than others, perhaps—there remains something intuitively appealing about this genre. As James William Anderson notes,

> even the harshest critics of psychological biography concede that the application of psychology to biography makes sense. Since comprehensive biographical studies inevitably include an analysis of the subject’s personality, it is reasonable to carry out such analysis systematically and with psychological sophistication.

Perhaps the answer (as this quote suggests) lies in developing more rigorous and generally accepted techniques for analyzing the mindsets of particular leaders or in setting aside the psychoanalytic bias that has always characterized this subfield of political psychology. Or perhaps we need to make a greater effort to dispense with the more polemical aspects of some work in this area (both Fick and Frank, from opposite ends of the political spectrum, clearly dislike their subjects intensely and each obviously has a political axe to grind). But it is surely impossible to explain the actions of leaders without some sort of analysis of their psychological characteristics, and this means that psychobiography or psychohistory is almost certainly with us to stay. You may also have asked yourself whether there are alternative ways of studying the personalities of leaders, and as it turns out, there are. The next chapter examines the ways in which some political psychologists have attempted to study the role of personality in politics more systematically.
Analyzing Personality

Even if one rejects the subjectivity of psychobiography as an approach to studying personality, we cannot leave things at that, not least because there are other ways of approaching the topic. Clearly, personality does not matter in all circumstances, and political psychologists who focus on personality factors nowadays are generally cautious in the kind of claims that they make. A leading advocate of personality-based approaches to politics, Fred Greenstein, provides us with a classic distinction which formalizes in a rather neat fashion some ideas that may have occurred to you already. In assessing whether individual leaders “matter”—in our terms, whether dispositions make a difference in shaping behavior—Greenstein distinguishes between what he calls *actor dispensability* and *action dispensability*.¹ This is a handy way of thinking about the forces that shape politics and history.

Suppose that a given actor—let’s make him George W. Bush in the example—has made a decision, and let’s further suppose that the decision is to invade Iraq. In order to make a difference to historical events, it is clear that the actor in question (Bush) must not be dispensable; in this case, this is another way of saying that if Bush had not been president—say if Al Gore or John Kerry had been in the Oval Office instead—the decision to invade Iraq might not have been taken (if anyone would have taken this decision, then the actor is dispensable). But there is a further test that must be passed if the individual is to have a material impact on history: the decision itself must matter as well. This is what Greenstein calls action dispensability. If the action (the invasion of Iraq) had no real impact on the path of history, then the action is dispensable. Most people would probably come to the opposite conclusion, though: the invasion of Iraq does seem to have had an enormous impact on a variety of outcomes, including the welfare of ordinary Iraqis, domestic politics in the United States, regional stability in the Middle East, U.S.–European relations,
and other things. If an individual leader passes both tests—actor and action dispensability—then he or she has had a material impact on events.

Though psychobiography may no longer be in vogue, the tradition of studying personality within political psychology remains a vibrant one. In the previous chapter we noted the problem of access: political leaders, whether past or present, are difficult to put “on the couch.” David Winter argues that we can reliably and objectively measure the personality attributes of leaders “at a distance,” however. We can do this by content analysis of speeches, for instance, or by asking experts who know (or have written) about a given individual to fill out personality questionnaires as if they were the individual in question. Paul Kowert, for instance, used the “Q-sort” technique to reach a general view of the personality traits of a number of American presidents. The experts he used included people who had personally known the presidents involved and those who had written about them from a historical, social scientific, or journalistic perspective. This technique has the obvious benefit of generating more consensual or “intersubjective” portraits of leaders across a large range of individuals, rather than relying on a single author’s psychobiographical interpretations.

Performing content analyses of the public utterances and/or writings of political leaders also allows us to rate a number of different personality attributes, such as a leader’s cognitive style. Some political psychologists examine what they term a leader’s integrative complexity, for instance. Suedfeld and Tetlock explain what this term means:

At the simple end of the continuum, decisions are characterized by anchoring around a few salient reference points; the perception of only one side of an argument or problem; the ignoring of subtle differences or similarities among other points of view; the perceiving of other participants, courses of action, and possible courses of action as being totally good or totally bad; and a search for rapid and absolute solutions in order to achieve minimization of uncertainty and ambiguity. At the complex end, we find flexible and open information processing; the use of many dimensions in an integrated, combinatorial fashion; continued search for novelty and for further information; and the ability to consider multiple points of view simultaneously, to integrate them, and then to respond flexibly to them.

When one compares George W. Bush with JFK, for example, “Kennedy scored higher in integrative complexity, and had a coherent verbal manner of expression, laced with irony and wit. Bush’s language, in contrast, is awkward and saturated with the earnest rhetoric of conventional morality,” David Winter notes.
Much of David Winter’s work uses content analysis to rate political leaders according to their motives, with a particular emphasis on a recurring set of personality dimensions: the extent to which they seek power, affiliate themselves with others, try to achieve great things, and seek to control events. Winter and Stewart, for instance, find that the need for power and the need for affiliation are particularly important motivations for U.S. presidents. As Winter notes, personality is a complex matter, and he defines it to include not only motives (how much power a leader seeks, for instance) but character traits as well (for instance, how introverted or extroverted a leader is). While the latter are relatively fixed, the former can vary over time, making the measurement of personality additionally tricky. Less conventionally, Winter also defines personality to include both cognitions or beliefs (what a leader thinks about abortion, for instance) as well as the social or political context in which a leader is operating (the situation, in our terms).

Along with Winter, Margaret Hermann is perhaps the scholar who has done most to place personality at the forefront of political psychology. Although there are many of her studies we could discuss here, one of the best known is her 1980 study of forty-five political leaders. Based on earlier research, Hermann notes that “aggressive leaders are high in need for power, low in conceptual complexity, distrustful of others, nationalistic, and likely to believe that they have some control over the events in which they are involved.” On the other hand, the same research suggests that “conciliatory leaders are high in need for affiliation, high in conceptual complexity, trusting of others, low in nationalism, and likely to exhibit little belief in their own ability to control the events in which they are involved.” Hermann later built upon this earlier work to develop leadership trait analysis, in which personality is treated as a combination of seven traits: belief in one’s ability to control events, conceptual complexity, need for power, distrust of others, ingroup bias, self-confidence, and task orientation. Like Winter’s framework, this approach utilizes at-a-distance content analysis of public speeches.

Stephen Dyson has also recently applied this approach to the personality of former British Prime Minister Tony Blair. Examining Blair’s responses to parliamentary questions on the Iraq War, Dyson investigates the role played by Blair’s personality in shaping British decision-making on that issue. Utilizing Hermann’s framework, “Blair has a high belief in his ability to control events, a low conceptual complexity, and a high need for power,” Dyson argues.

In the Iraq decisions, the evidence indicates broad support for the expectations as to Blair’s preferences and behavior derived from his personality profile. He demonstrated a proactive policy orientation, internal locus of
According to Margaret Hermann and Thomas Preston, a survey of the literature shows that five factors in particular have shaped the study of leadership style, namely “involvement in the policy-making process, willingness to tolerate conflict, a president’s motivation or reason for leading, preferred strategies for managing information, and preferred strategies for resolving conflict.” They relate these factors to the kind of advisory system preferred by various American presidents. Preston subsequently broadened some of these insights into a more general framework for categorizing leadership style along two dimensions: the need for power and involvement in the decision-making process on the one hand, and cognitive complexity or sensitivity to context on the other. Along the first dimension, for instance, some leaders exhibit both a high need for control and also a high degree of interest and experience in the policy process. Preston terms these “Directors.” Others have a low need for control and a low interest (“delegators”). It is also possible to combine a high need for power with low interest (“magistrates”) or a low need for power with high interest (“administrators”).

Preston also classifies presidents according to their degree of cognitive complexity—where complexity is treated as a relatively fixed personality characteristic—and interest in foreign policy. Here he divides leaders into “navigators,” “observers,” “sentinels,” and “mavericks.” Navigators, for instance, have a high degree of interest in foreign policy with a high need for information and a high degree of cognitive complexity. Sentinels have a high degree of interest but a low need for information and a low degree of complexity, and so on. Putting these two categorizations together then allows us to fit presidents (and potentially any kind of leader) into a richer, more detailed and more reliable kind of “master scheme” than that devised by, say, James David Barber. Preston characterizes Bill Clinton, for instance, as a “delegator–observer”; in other words, he is a delegator along the first dimension—meaning, as the name suggests, that he relied on subordinates and experts a great deal—and an observer along the second (although his cognitive complexity was high, he had limited interest in foreign policy). George W. Bush, on the other hand, best fits Preston’s “delegator–maverick” category; although similar to Clinton along the first dimension, he exhibited a low need for information and a low degree of cognitive complexity.
Analyzing Belief Systems

Some students have difficulty initially conceptualizing the difference between personality and beliefs, and some scholars (Winter provides a prominent example) actually treat beliefs as one aspect of personality. For the sake of analytical clarity, we will treat them separately in this chapter, however. One useful way of thinking about this distinction in a way that hopefully makes it crystal clear is to contrast a pair of individuals with a similar belief system but differing personalities, or a pair with essentially the same personality traits but differing beliefs. In the first category, (at the time of writing) current British Prime Minister Gordon Brown and his predecessor provide a useful contrast. Both Blair and Brown were leading members of what became in Britain the “New Labour” movement within the British Labour Party. After suffering defeat after defeat at the polls in successive U.K. elections, “New Labour” members began to feel that the party should move to the center and even the right on many political issues. Both Blair and Brown were political moderates within the party who strongly favored this strategy. In 1994 Blair became leader of the Labour Party, continuing a policy of moving to the center that had been initiated by his predecessor, and in 1997 the party finally won the general election after eighteen years in opposition. “New Labour” won two more elections under Tony Blair until he stepped down in 2007 and was replaced by Brown as both Labour Party leader and U.K. prime minister.

What is especially interesting about this example is that while Blair and Brown shared a very similar ideological belief system, they appeared to exhibit strikingly different personalities. At the time of writing we do not have a systematic comparison of Brown’s personality with that of Blair along various trait dimensions, but there is already a consensus of sorts regarding some of the differences. While Blair was outgoing and more “political” in the way that his friend Bill Clinton was, Brown seems more quiet and reserved. While Brown projects an image of cautiousness and seemed rather “donsish,” Blair was more inclined to take political risks, most notably when he went against his own political party and a substantial majority of British public opinion by backing George W. Bush’s decision to invade Iraq. While Blair and Bush had enjoyed an apparently warm personal relationship, Brown made it clear from the start that he would not have the same sort of relationship with the American president.

Dissatisfaction with the somewhat vague and imprecise nature of personality itself—and the difficulties involved in tracing the processes by which particular personality attributes produce particular decisions—has led a growing number of political psychologists to turn to the content of people’s beliefs or cognitions, which seem more directly related to leader decisions. Although as we have seen in the situationist part of this book there are some major exceptions
to this, it seems obvious that our behavior in many situations is frequently shaped by what we believe. This is especially the case when a domestically popular leader is operating under relatively few situational constraints.

The belief system seems like a relatively simple psychological concept to deal with, because it is a term commonly used in colloquial English. Beliefs are among the most basic and central of the mental constructs we use, and yet there is little agreement as to what they are, how they should be defined, or how they should be measured. Some analysts prefer alternative labels, such as attitudes, opinions, or ideologies. Here, though, we shall adopt the definition employed by Yaacov V ertzberger in his book *The World in Their Minds*. According to V ertzberger, “the individual’s belief set represents all the hypotheses and theories that he is convinced are valid at a given moment.”

We can also distinguish between *normative* beliefs (beliefs about what ought to be) and *positive* beliefs (beliefs about what is), *central* and *peripheral* beliefs (beliefs which are unshakeable and beliefs which are less central), and *open* and *closed* belief systems (belief systems which are or are not open to change in general). As we shall discuss in a moment, we can also distinguish between what Alexander George terms *philosophical* and *instrumental* beliefs.

In politics as in other spheres of life, beliefs help determine what we see; they help us define the nature of the situation we are facing (diagnosis), as well as the kind of options or solutions we find appropriate (prognosis). From a cognitive psychological perspective, beliefs can be considered a kind of mental “short cut”; individuals develop beliefs in order to help them make sense of the world. Beliefs are one way of sorting through signals and information that would otherwise be overwhelming to our senses. In the remainder of this chapter we will look at two classic attempts to study rigorously the role beliefs play in international relations: Ole Holsti’s “Belief Systems and National Images” article from 1962 and the “operational code” approach associated with Alexander George, Stephen Walker, Mark Schafer, Scott Crichlow, Stephen Dyson, and others.

**Ole Holsti, Belief Systems, and National Images**

One of the earliest and most famous attempts to study the belief system of a foreign policy decision-maker was Ole Holsti’s analysis of John Foster Dulles. Dulles was President Eisenhower’s secretary of state during much of the 1950s, and he was famous for adopting an especially strident and uncompromising approach towards the Soviet Union. He would often focus on the totalitarian and atheistic aspects of Communism, frequently labeling it “Godless.” According to Holsti, Dulles had a fixed or “closed” belief system, meaning that his beliefs were held so strongly that they were not susceptible to
change. Holsti analyzes Dulles’ speeches about the Soviet Union during the 1950s, and finds that this closed belief system had a critical effect on his perceptions of Soviet intentions. When the Soviets showed evidence of wanting a thaw in Cold War relations, Dulles interpreted this as a sign of weakness rather than a genuine overture towards peace.

Dulles subscribed to what Holsti calls “the inherent bad faith model.” For instance, when the Soviets implemented a troop reduction of 1.2 million men, Dulles saw this as nothing more than a sign of Soviet decline, not a desire for détente or genuine change. Cognitive consistency theory underlies this approach, though Holsti never explicitly mentions this. As previously discussed, this theory—sometimes termed the theory of cognitive dissonance—suggests that when we are confronted with information that runs counter to our beliefs, we experience psychological discomfort and become motivated to bring our beliefs back into harmony with one another. In Dulles’ case, this involved rationalizing away evidence that the Soviets desired détente or compromise. The belief that the Communists could not be trusted became problematic when Dulles was confronted with signs of Soviet “good faith,” and so the Secretary of State reestablished balance by asserting that any overtures revealed nothing but the erosion of the Soviet system from within.

There are potentially a few problems with Holsti’s analysis. One is methodological. Because Dulles was deceased at the time Holsti wrote, he had no direct access to the former secretary of state and might well have been denied a personal interview in any case. To measure the content of Dulles’ beliefs, then, Holsti was forced to analyze his public speeches. But are these a good measure of a leader’s true beliefs? Some speeches are genuinely intended to send signals to an adversary, while others are intended primarily for a domestic audience. For instance, in June 2007 Russian President Vladimir Putin threatened in a public speech to target Western Europe with nuclear missiles if the United States went ahead with plans for a national missile defense (NMD). Was this a genuine threat stemming from a real sense of insecurity? Or was it just “saber rattling,” designed to please a domestic audience that still views Russia as a major world power, deserving of respect? A second potential objection is more theoretical: do beliefs shape behavior, or is it the other way round? Psychologist Daryl Bem, who developed self-perception theory, argues that we often act without knowing why we are doing so, in the absence of specific beliefs. When this happens, we often construct beliefs after the fact in order to justify what we have done. If Bem is correct, then perhaps beliefs do not shape our behavior nearly as much as we think.

In truth, neither this second objection nor the first is very telling in this particular case; Dulles’ strident speeches are widely accepted as reflecting his true views, and he almost certainly did not construct these views after the fact.
More importantly, however, there are empirical objections nowadays that we could level at Holsti’s analysis. At the time Holsti wrote, it was widely assumed that Dwight D. Eisenhower was a “do nothing” president who spent most of his time on the golf course, delegating domestic policy to his White House Chief of Staff Sherman Adams and foreign policy to Dulles. In recent years, however, revisionist research has largely debunked this unflattering image of the Eisenhower presidency. Thanks to Fred Greenstein’s pioneering work in *The Hidden-Hand Presidency*, for instance, we now know that Eisenhower and not Dulles was the real architect of the administration’s foreign policies. Eisenhower, he argues convincingly, deliberately gave the appearance of not playing a policy role because he wished to preserve the popularity which comes from the symbolic side of the presidency; knowing that it was his national “father figure” status that underlay his broad popularity—and that getting your hands dirty with the political side of the presidency inevitably erodes that popularity—Eisenhower deliberately cultivated the perception that he was not involved in policy-making, letting Dulles and Adams take the political heat for unpopular decisions; behind the scenes, however, he quietly orchestrated the activities of his administration using what Greenstein calls “hidden-hand” techniques.

Nevertheless, there are parallels between Holsti’s analysis and the observations that are often made about George H.W. Bush’s relations with the Soviet Union as the Cold War came to an end. Against all expectations, Ronald Reagan had developed warm personal relations with Mikhail Gorbachev as the Cold War drew to a close, but several members of the succeeding Bush administration were suspicious of Soviet intentions, maintaining an “inherent bad faith” model similar to that of Dulles. As secretary of defense, Dick Cheney was especially skeptical about Gorbachev’s intentions, as was the president himself.

**Operational Code Analysis**

One especially prominent approach that political psychologists have used to study political beliefs is called operational code analysis. Nathan Leites created the basis for this approach in the early 1950s when he investigated the political beliefs of Lenin, Trotsky, and Stalin. In a classic 1969 article, Alexander George reformulated Leites’ observations into two sets of questions or fundamental categories: philosophical beliefs and instrumental beliefs. The operational code, George argued, provides a “set of general beliefs about fundamental issues of history as central questions as these bear, in turn, on the problem of action.”
1 Philosophical Beliefs

- What is the “essential” nature of political life? Is the political universe essentially one of harmony or conflict? What is the fundamental character of one’s political opponents?
- What are the prospects for the eventual realization of one’s fundamental political values and aspirations? Can one be optimistic, or must one be pessimistic on this score?
- Is the political future predictable? In what sense and to what extent?
- How much control or mastery can one have over historical development? What is one’s role in moving and shaping history in the desired direction?
- What is the role of “chance” in human affairs?

2 Instrumental Beliefs

- What is the best approach for selecting goals or objectives for political action?
- How are the goals of action pursued most effectively?
- How are the risks of political action calculated, controlled, and accepted?
- What is the best “timing” of action to advance one’s interests?
- What is the utility and role of different means for advancing one’s interests?

The first set of beliefs has to do with one’s general philosophy about the nature of political life, while the second deals with more “practical” questions such as how one goes about implementing one’s chosen political objectives. As you can probably see from a brief perusal of the questions, a leader’s philosophical beliefs have to do with the answers which animated the classic political thinkers such as Thomas Hobbes and John Locke. While Hobbes had an exceptionally dark view of human nature, Locke held a rather more optimistic view. While Locke saw the world as a harmonious place, Hobbes famously held the opinion that if man were freed from the order-providing shackles of government, life would be “solitary, poor, nasty, brutish and short.” Contrasting with these fundamental “what is the political world like?” questions, on the other hand, are questions having to do with “how should we achieve our goals?” These are our instrumental beliefs.

As Scott Crichlow suggests, the operational code approach is fundamentally dispositionist in the sense that it stresses the ways in which leaders differ in their reactions to the same political environment. If situation were everything, we would not need to bother studying a leader’s beliefs, because these would not add anything much to the explanation (they would be epiphenomenal, to use the
social scientific phrase). But as Crichlow notes, “operational code analysis provides a means of testing a leader’s fundamental predispositions toward political action,” and hence of understanding the sources of the differing behaviors of leaders when placed in similar situations. George stresses that there are some circumstances where situation or environment would in effect “force a leader’s hand,” but in general he maintained that dispositional beliefs could be expected to shape behavior in many circumstances.

Let’s consider Lyndon Johnson and how he handled the problem of Vietnam as one example of some philosophical and instrumental beliefs. Addressing just a few of the questions above, one can reliably say that:

- Johnson had little foreign policy experience, so regarding Vietnam he relied on some simple but fundamental beliefs.
- For LBJ the essential nature of political life was conflictual, a war of good versus evil (Hobbesian view).
- Johnson believed that he could control events in Vietnam.
- Domestically and internationally, he steered a “middle course” that was enough to assuage hawks at home but not enough to provoke China into intervening in the war.
- His graduated bombing strategy allowed him to monitor (and to some extent control) risks.
- Instrumentally, he believed in bargaining backed up by threats (this had served him well in the U.S. Senate, but tragically the technique did not work well with his Communist adversary, Ho Chi Minh).

Having laid out the basic form of operational code analysis, George did not conduct many actual operational code analyses himself, but left it to his followers to apply the theory empirically. One of the most prolific of these has been Stephen Walker, who has probably conducted more of these analyses than anyone else during their academic career. One of the best known of his articles was an operational code analysis of former National Security Adviser and Secretary of State Henry Kissinger. Examining Kissinger’s work as a political scientist prior to joining the Nixon administration in 1969, Walker demonstrates a strong correlation—with only a couple of deviations—between Kissinger’s writings as an academic and his actual behavior in office, albeit on one important issue (policy-making with regard to Vietnam between 1969 and 1973). Walker concludes:

In spite of the exigencies of bureaucratic politics and alliance diplomacy, plus the personal intervention of President Nixon at key points, Kissinger dominated the conduct of the American foreign policy that terminated
U.S. involvement in the Vietnam War. He acted according to the instrumental principles of his operational code. 25

Operational code analyses have now been published for a huge variety of leaders since the 1970s, and a new generation of scholars has adopted sophisticated computational techniques designed to tease out the ways in which a particular individual would answer the questions posed by the code. Recent work, moreover, has taken operational code analysis in new and interesting directions. Scott Crichlow, for instance, has used this approach to examine the ways in which leadership beliefs change over time. 26 Charting the operational codes of Israeli leaders Yitzhak Rabin and Shimon Peres, he shows how the basic philosophical views of both leaders became less conflictual between the 1970s and 1990s. Both men shared a similar view of their political environment in the 1970s, and these views changed in a similar direction over time. Critchow finds that both leaders diagnosed their political universe in the 1990s differently than they had in the 1970s. In the earlier decade they saw a conflictual environment in which they had little chance of achieving their basic political goals. In the 1990s they saw a more unpredictable political universe, balanced between cooperative and conflictual forces. 27

On the other hand, the analysis shows that in both periods Rabin “was clearly predisposed to acting in a cooperative manner.” 28 Critchow also adds to George’s original conception of the operational code by producing a typology of typical codes, ranging from out-and-out idealists to pragmatists to realists, with various categories in between. 29

In a comparative analysis of the operational codes of Tony Blair and Bill Clinton, Mark Schafer and Stephen Walker examine whether beliefs in the democratic peace—the popular thesis that democracies do not fight one another, but may be especially prone to go to war with non-democracies—vary across political leaders within democracies. The theory is usually proposed on a purely cultural level, suggesting that all politicians within a democracy simply internalize the democratic peace and thus that we can expect few if any meaningful differences among individuals within a democratic state. 30 But is this the case? Schafer and Walker find that in some ways there are. For instance, they discover that while both Blair and Clinton hold highly positive views of democracies and negative views of non-democracies, they vary in the extent to which they believe that they can control the latter; Clinton scores high on control while Blair does not. 31 On the instrumental side, Clinton’s tactics towards non-democracies are also more cooperative than Blair’s. Blair has a
stronger belief than Clinton in his own ability to control historical events, and when dealing with non-democracies "Blair is less cooperative, both strategically and tactically, than Clinton, having a propensity to use more threats in this domain," Schafer and Walker find.32

Stephen Dyson has made especially fruitful use of this approach as well, illustrating the value of operational code analysis as a predictive device.33 He argues that operational code analysis is especially useful for understanding “new actors” about whom we know little, “an executive or other important figure who has recently come to our attention, without the kind of long-standing and visible record of decision-making and public behavior which would in most circumstances form the basis for a profile.”34 As Dyson puts it in his analysis of Soviet President Vladmir Putin:

Putin’s Operational Code suggests he will, chameleon-like, imitate his environment. One could not expect Putin to act in a norm-bound manner when those with which he is engaged do not. Putin is unlikely to “stick to the rules” in the face of deviation by another [. . .] Overall, the policymaker can feel confident that carefully constructed initiatives will not be dismissed out of hand, and that Putin is unlikely to make rash, impulsive or emotional gestures [. . .] However, the policymaker can feel warned that Putin will reciprocate “bad” as well as “good” behavior, and that a breakdown in cooperation will likely be quite bitter and long-lived.35

Prediction is one of the things that political scientists do least well, but Dyson’s remarks—published originally in 2001—seem quite prescient in the light of the recent deterioration in US–Russian relations over issues like national missile defense and NATO expansion.

One potential weakness of the operational code approach is its frequent reliance on speeches and other public communications. While memoirs and other sources have been used to construct operational codes as well (for instance in the Kissinger study noted earlier), there are obvious problems with relying on public utterances as “data,” since these do not simply reflect the beliefs of the communicator but may be constructed with certain domestic and/or international audiences in mind, as already noted. In 2007, for instance, Iran’s President Ahmadinejad made a series of belligerent-sounding speeches, including one in which he directly threatened Israel. Were these genuinely intended for U.S. or Western consumption, or were they intended to shore up what many believed was the Iranian leader’s declining support at home? Speeches are also infrequently penned by leaders themselves. Nevertheless, as Crichlow notes, although there may be instances where a speech is obviously tailored to some audience or another, it is rare indeed for a speech to depart
markedly from a leader’s core convictions, and equally rare for a speechwriter to pen material which runs counter to a leader’s beliefs. The dangers of using pre-prepared speeches can also be ameliorated by using only a leader’s “off the cuff” remarks. Mark Shafer and Scott Crichlow discover some differences between the content of Bill Clinton’s prepared and unprepared remarks, for instance, and they suggest that the latter might be most reliable for operational code analyses.

Conclusion

Another weakness may be that operational code analysis developed before the “cognitive revolution” in psychology—a development we shall discuss in the next chapter—and thus was originally informed by theories (such as cognitive consistency theory) that have fallen somewhat out of vogue. The operational code framework consequently tells us little about the cognitive sources of beliefs, for instance. Again, however, this may not be a genuine weakness in the sense that today’s operational code scholars—trained during or after the period in which cognitive and affective theories became popular in political psychology—do self-consciously integrate this older body of theorizing with newer developments in the field. Walker, for instance, explicitly views modern operational code analysis as incorporating insights from cognitive and affective theories. This is also true of the work of Shafer, Crichlow, and Dyson already cited. Of course, we have not yet given the reader a sense of what we mean by “cognitive and affective theories”; that will be the task of Chapter 9.
It should be fairly apparent to the reader why personality- and belief-based theories “fit” under the general heading of dispositionism rather than situation-ism; if all individuals tend to behave the same way when placed in the same objective situation, there would be little point in studying the mindsets of particular individuals. If the situationists are correct, then there is little to be gained by looking “inside people’s heads.” According to them, we can get all the necessary information about people’s behavior by specifying the nature of the situation the individual faces, not by considering his or her dispositions. Again, however, dispositionists assume that individuals vary in their responses to situations, and they ask what specific factors seem to produce this variation. Since the 1980s, moreover, political psychologists working in fields as diverse as foreign policy decision-making and voting behavior have increasingly sought to explain these individual differences by examining the knowledge structures or cognitive “architecture” inside our heads.

During the 1970s, psychology underwent what is often referred to as the “cognitive revolution.” The study of cognition (which loosely means thought processes or knowledge, from the Latin term cognoscere, “to know”) has come to dominate the discipline ever since. How do we make decisions? How do we solve problems? What mental processes shape our reasoning? How do we process information? How do we acquire knowledge? How do we access that knowledge when it is required? What factors shape our perceptions of the world? How do we learn? The study of questions like these involves an analysis of cognitive processes and an appreciation of the ways in which the human mind works. While modern psychology has retained Freud’s idea that many of our mental processes are unconscious ones—as we shall see later on in this chapter, we often use various cognitive “short cuts” almost without knowing we are doing so—today’s cognitive psychology represents a far cry from the psychoanalytic ideas we began with. And since political psychology borrows heavily from its mother discipline, this has meant that many of the former’s
proponents have become preoccupied with political cognition, the ways in which we think and reason politically.1

Many of the assumptions of the model we described in Chapter 2 as Homo psychologicus are directly derived from cognitive psychology and the broader field of what has become known as cognitive science. This is broader in the sense that while it essentially covers the same topic matter as cognitive psychology, it draws upon linguistics, computer science, neuroscience, philosophy, and other disciplines as well. David Green and his colleagues define cognitive science as

the interdisciplinary scientific study of the mind [. . .] it seeks to understand how the mind works in terms of processes operating on representations. Mind, and hence the basis of intelligent action in the world, is viewed in terms of computations or information-processes.2

The human mind is an incredible tool, and the study of artificial intelligence (AI) has not yet come close to creating computer programs that replicate the range of tasks it performs. As Steven Pinker notes, computers and robots lack what humans call intuition or “common sense.” While the human mind is usually able to capture this faculty with ease, that attribute is exceptionally difficult (if not impossible) to program into the “mind” of a computer. The following example given below illustrates the flavor of the difficulty. Suppose that a female friend of yours has just moved into town. She is throwing a house-warming party and is unattached, but she has a problem; the only people she knows here are other ladies, so she asks you to invite some bachelors to the party. You are really busy at work, so you give your robot “Robbie” the task of inviting the male guests. At the workshop Robbie was programmed with the standard information that a bachelor is an adult male who is not married, and he uses this definition to send out invitations from a list of your known friends and acquaintances. To your jaw-dropping surprise, you discover at the party that Robbie has invited the following:

Guest #1: Arthur, who has been living happily with Alice for the last five years. They have a two-year-old daughter but have never officially married.

Guest #2: Charlie is seventeen years old. He lives at home with his parents and is still in high school.

Guests #3 and #4: Eli and Edgar are homosexual lovers who have been living together for many years.

Guest #5: Faisal is allowed by the law of his native Abu Dhabi to have three wives. He currently has two and is interested in meeting another potential wife.
Guest #6: Father Gregory is the bishop of the Catholic Cathedral at Groton Upon Thames.

Computers, of course, do some things far better than we do—given the limitations of human memory, computers are generally far better at data storage and retrieval, for instance. But another example that (indirectly) suggests the comparative brilliance of the human mind is John Searle’s Chinese Room thought experiment, which directly challenges the notion that computers can “think” like humans do. Searle’s argument is designed to debunk computationalism, or the view proposed by some hard-line advocates of AI—popularized in movies like *2001: A Space Odyssey* and *Demon Seed*—that computers are capable of attaining genuine understanding or developing what we often call “consciousness.”

Searle asks us to imagine a computer that looks as if it understands Chinese. When a native Chinese speaker inputs a question into the computer, it answers back correctly in Chinese. In fact, it is so good that it seems to our Chinese speaker that he or she is actually talking to another Chinese person. Searle asks us to imagine, however, that we ourselves are inside the computer or “Chinese Room.” I personally don’t speak a word of Chinese, and probably most of you don’t either (if you do, just imagine that the computer is speaking another language instead that you don’t know). However, what I do when I receive a question in Chinese is simply to consult a rule book. That tells me that when I get a certain set of Chinese characters, I should respond with another set. And so I mindlessly produce this string of characters in response. I have no idea what they mean, just as a computer has no idea what the English symbols being keyed into it mean. But to the Chinese person on the outside, it still looks just like the computer understands Chinese and is genuinely conversing as a human being would. Searle’s broader point is of course that computers simply produce sets of rules and syntactic symbols with which we have programmed them, but they are not capable of genuine understanding. No matter how good or how convincing our attempts to mimic human behavior in artificial form, computers or robots will probably never be able to do the things that the human mind is capable of.

Given the sheer complexity of the human brain—and the fact that our study of it is still in its infancy—there are naturally plenty of differences in the ways that cognitive scientists approach the questions about information-processing posed at the beginning of this chapter. Here, however, we shall focus on two theories that have had a particular impact on political psychology in recent years: *attribution theory* (the “naive scientist”) and *schema theory* (the “cognitive miser”), after first setting the context with a discussion of cognitive consistency theory. Finally, we will conclude this chapter by examining the related topic
of analogical reasoning. As we shall see, the topics of attributions, schemas, scripts, and analogies are so closely related or interconnected that theories based upon them are far more complementary than they are competitive.

**Cognitive Consistency Theory**

Nowadays, the kind of behaviorism discussed in Chapter 3 has lost most of its adherents within mainstream psychology. This is largely a result of failures like the one noted above, but it is also the product of a turn towards cognition and the inner workings of the mind which reasserted itself at about the same time. Cognitive consistency theory became especially popular in the 1950s and 1960s. When people act in ways contrary to their own beliefs, for instance, this theory suggests that they experience a state of psychological discomfort, as long as the mismatch between behavior and beliefs is perceived. The assumption here is that people do not like to act in ways that violate their own beliefs, dislike holding beliefs that are incompatible with one another, and avoid information or situations that cause such incompatibilities to become clear. Leon Festinger called this mismatch a state of *cognitive dissonance*.\(^5\) A somewhat similar theory of cognitive “balance” was previously developed by Fritz Heider.\(^6\) Strong party identifiers, for instance, may find themselves at odds with their party on a key issue such as abortion or civil rights, or may disapprove of the presidential or vice-presidential candidate their party has nominated. The theory assumes that in the face of such dissonance, the voter becomes strongly motivated to bring things back into balance (what Festinger called “consonance”). This could be done by rationalizing away the issue disagreement or candidate choice as unimportant (“the Civil Rights Act won’t change things around here,” “Dick Cheney will never be president anyway”) or perhaps by adding some extra belief which reduces the dissonance. Finally, one could switch one’s party allegiance altogether and so bring one’s voting behavior more into line with one’s choice of party, though many models of voting suggest that this is unlikely for strong party identifiers.

Why did the cognitive consistency theory gradually fall out of favor? Susan Fiske and Shelley Taylor offer some reasons:

Consistency theories ceased to dominate the field, ironically, as they proliferated, partly because the variants on a theme became indistinguishable. Moreover, it was difficult to predict what a person would perceive as inconsistent and to what degree, and which route to resolving inconsistency a person would take. Finally, people do in fact tolerate a fair amount of inconsistency, so the motivation to avoid it—as an overriding principle—was called into doubt.\(^7\)
In these approaches, cognition was also subservient to motivational processes; people would change their beliefs or behavior only when motivated to do so by powerful negative emotional states. As noted above, advocates of this approach conceded that it was difficult to say in advance precisely how a given individual would seek to reduce dissonance, though in politics many individuals seemed to have a high tolerance for inconsistent beliefs. When deciding how to vote, for instance, advocates of the party identification model (examined in Chapter 12—in which voting is regarded as an almost automatic or “kneejerk” process, based on long-term party loyalties rather than consideration of the issues or candidates) argued that most voters simply ignored or downplayed manifest differences between their own issue positions and those of their party. In 2008, for instance, the neoconservative voters and members of the Christian Right disapproved of the past issue positions taken by their own party’s nominee, John McCain; he had dismissed some members of the neoconservative movement as “agents of intolerance,” for instance. Faced with this kind of scenario, however, the party identification approach predicted that most conservative Republicans would simply “hold their noses” in the voting booth and vote for McCain anyway, ignoring the presence of cognitive dissonance. But if dissonance is such a powerful force, why do people so seldom change their beliefs or electoral behavior?

As a result of growing dissatisfaction with the cognitive consistency model, during the 1970s both cognitive and social psychologists increasingly began to turn to two newer approaches in particular: attribution theory and schema theory.

### Attribution Theory

Rather than viewing human beings as “consistency seekers,” attribution theory sees individuals as “naive scientists” or problem-solvers. Instead of being motivated to constantly restore balance in the own beliefs or between those beliefs and their own behavior, attribution theory suggests that human beings are mainly concerned to uncover the causes of their own behavior and that of others. People are constantly looking for causes and effects—“why did this happen?”—albeit in a far less sophisticated manner than a scientist working in a laboratory would. They are continually looking to make sense of the world around them, and they draw upon a range of assumptions about themselves and others in doing so. Harold Kelley, Richard Nisbett, and Lee Ross have all been especially influential in developing this approach to cognition.8

Attribution theory becomes particularly interesting to us in terms of the distinction we have been drawing between situationism and dispositionism, in part because it is advocates of that theory who have popularized the distinction.
According to this approach, we sometimes attribute the causes of someone’s behavior to the situation they are in, while at other times we attribute that behavior to the person’s internal dispositions. Unfortunately, we frequently make quite substantial errors and mistakes when we try to do this. As Fiske and Taylor note, people are not always very careful when they make attributions. “On an everyday basis, people often make attributions in a relatively thoughtless fashion. The cognitive system is limited in capacity, so people take short cuts.”

One particularly notable kind of error with potentially major political consequences is called the fundamental attribution error. When we are explaining our own actions, we very often use situational attributions, and in fact we often overestimate the extent to which our actions are the result of the situation. On the other hand, when asked to explain why someone else acted as they did, we often make the opposite kind of mistake: we underestimate the extent to which the situation mattered (and hence overestimate the importance of that person’s dispositions). How might this be of interest to students of politics? As the political psychologist and expert on foreign policy decision-making Deborah Welch Larson puts it in her classic study of the birth of Cold War containment:

Policymakers tend to infer that the actions of their own state were compelled by circumstances, even while they attribute the behavior of other states to the fundamental “character” of the nation or its leaders. Applied to the problem of explaining the change in U.S. foreign policymakers’ orientation toward the Soviet Union, attribution theory would suggest that Washington officials were too willing to impute ideological, expansionist motives to Soviet actions that could just as plausibly reflect security calculations similar to those that prompted analogous policies pursued by the United States.

That some policy-makers fall into the trap of making such false attributions does not mean that we are all condemned to do so. During the Cuban missile crisis, for instance, attribution judgments became a matter of life and death. “Why have the Soviets placed missiles in Cuba?” members of the ExComm asked themselves almost immediately in those first, tense meetings. “What are their intentions?” Air Force General Curtis LeMay appears to have attributed dark dispositionist motives to the Soviet leadership, while others like Robert McNamara, Ambassador Tommy Thompson, and President Kennedy seem to have been more attuned to the possibility that Khrushchev’s actions might have been compelled or encouraged by situationist forces. Both the Americans and the Soviets recognized the possibility, moreover, that situationist forces might take over the process and cause the outbreak of an inadvertent war. The
exercise of empathy—placing ourselves in the shoes of our adversary—is a useful antidote to the kind of attributional errors that naive scientists often make in international relations, but there are dangers and biases attached to this as well. As Yaacov Vertzberger notes, we may also have a special tendency to invoke dispositionist attributions in others when we have a strongly negative attitude towards them. “Dislike tends to evoke dispositional explanations for undesirable actions by others, while empathy biases explanations of such behavior toward situational attribution,” Vertzberger points out.11

Supporters of attribution theory argue that two short cuts or heuristic devices are especially important in human decision-making and reasoning: the representativeness heuristic and the availability heuristic. As Samuel Popkin notes, “representativeness is a heuristic, a rule of thumb, for judging the likelihood that a person will be of a particular kind by how similar he is to the stereotype of that kind of person.”12 Popkin argues that this is how we make assessments of candidates in presidential primaries, about whom most of us know little at first. This heuristic is also used to estimate the likelihood of something occurring by assessing whether it “fits” a particular category. Perceived similarity is what matters here, but one major problem—what makes the science “naive”—is that people usually ignore base information or statistical probabilities when making these kind of assessments. When asked to estimate the likelihood that Saddam Hussein is “another Hitler,” for instance, most people attempt to match apparent similarities between the two (each was an expansionist, repressive domestically, and so on). What most people fail to do is to look at the statistical probability that “Hussein is a Hitler” (as a scientist presumably would). Arguably, there have been very few genuinely Hitler-like leaders in recent history, but this is not how most people estimate probability.

When people use the availability heuristic, on the other hand, they estimate the likelihood of something based on how cognitively available it is to them. Often something is available in our memories simply because it happened recently or because it constituted a very vivid experience that we’re unlikely to forget. World War II and Vietnam are especially vivid for makers of U.S. foreign policy, and new situations tend to be compared disproportionately to these two events. This too is clearly “unscientific” because it ignores statistical likelihood. Viewing something as likely to happen simply because something similar happened recently or you were especially influenced by some vividly memorable event is obviously a poor way of estimating probability.

**Schema Theory**

As John Sullivan and his colleagues note, the actual term “schema” has gone somewhat out of fashion within political psychology since the 1990s, especially
in the study of mass behavior. This is in part due to the claims made by some political psychologists that it added little to their understanding of existing political concepts, but it is probably more a product of the fact that most scholars have accepted the basic idea that we have such knowledge structures in our heads and have now become more interested in how these affect political behavior. “While schema theory itself may be out of vogue, the ideas that were once packaged together under that appellation are still alive and well, only refashioned in more innocuous terminology such as ‘cognitive representations’ or cognitive ‘categories’ or stereotypes,” Rahn, Sullivan, and Rudolph point out. Cognitive psychologists also use the term “schema” less than they did, usually preferring nowadays to talk of “associationist networks” or “the computational theory of the mind.” But this is really a matter of labels rather than substance. The term “schema” is broadly familiar to most political psychologists, and we will use the label here because it neatly ties together a large amount of work that has been done in a variety of areas across the elite–mass divide. Indeed, this is probably the one theory (or rather body of theories) that has brought together under a single tent those who study international relations from a cognitive perspective and those who focus on mass behaviors such as voting.

In common with the attribution theory, schema theory assumes that human beings possess limited cognitive capacities, and is in many ways compatible with the former. We are bombarded every day with information. Rather than assuming that individuals search for cause and effect patterns or resemble naive scientists, schema theory treats human beings as categorizers or labelers. To cope with information overload, we engage in mental economics; we are “cognitive misers.” Rather than treating each piece of new information sui generis or on its own merits, we assimilate knowledge into pre-existing categories (usually known as schemas or scripts). This is cognitively efficient, and relatively easy to do.

The term “schema” is often used rather more loosely than it should be, and it has been given a variety of definitions. As defined here, though, a schema is essentially a kind of stereotype stored in memory that provides information on the typical features of an object, event, or person. Schemas are generic collections of knowledge: general concepts, rules, lessons, and stereotypes stored in memory. They go beyond any one example to provide information on what is usually the case, and we use such schemas both to categorize newly encountered information and to make inferences that go beyond the information given. We can also think of a schema as a mental box containing typical or “default values” associated with a thing we are familiar with. Suppose I were to present you with the following very simple puzzle: I’m thinking of “a thing.” This thing has fur. It has a tail. It has paws. You take it for walks.
Once we are given the last piece of information, the thing I am talking about becomes obvious. But why is it obvious? I still haven’t told you what the thing is, but we all somehow know I am talking about a dog. When you think about it, that’s a rather amazing feat of collective cognitive activity, and schema theory would explain it this way. First of all, you absorbed each piece of information (“the thing has fur,” and so on). Then you compared these attributes to the default values stored in your memory that correspond to various schemas. You then matched these to the generic category “dog” and made a conclusion about what I was thinking of. In other words, you used the information both to categorize and to go beyond the information actually given. Notice, though, that the use of schemas is fraught with potential error, precisely because it does involve making inferences that exceed the data you have been given. Until I mentioned the last attribute—“you take it for walks”—I could have been talking about a cat, but no one in their right mind takes the family cat for a walk. Without that last piece of information, you could easily have erroneously slotted the attributes not only into the schema for a cat, but the schemas for any number of our furry friends.

As with false attributions, this does not mean that we are necessarily “trapped” by schemas or bound to make errors when we use them, but that is the drawback inherent in any cognitive short cut. Nor are we bound to ignore the differences between a prototypical example and an actual one. Julian Hochberg, for instance, argues that “any individual object is recognized first by identifying its schema, and then by noting a small number of features that identify the object more specifically and set it off from other examples of the schema to which it belongs.” But the fact that schemas are devices of mental economy does mean that they can mislead us on occasion, and in politics this can have serious consequences.

How is all of this relevant to politics? It is relevant because elite decision-makers (and voters too) must almost always make decisions with only incomplete information about the situation at hand. Political actors can and do make incorrect inferences by fitting individuals or events into the wrong categories or schemas based on purely superficial similarities. Again, Deborah Welch Larson provides us with a classic example. Thomas Pendergast was Harry Truman’s old party boss and mentor in Missouri. In those days, the party bosses essentially ran the political system, especially at the local level, and to rise to prominence at the national level you first had to move through various levels of patronage. Truman never forgot the impact Pendergast had had on his career, and he became a powerful role model for the future president. It was from Pendergast that Truman learned the importance of keeping one’s word, and what he called the “code of the politician”: never again trust someone who has failed to keep his word.
It just so happened that the Soviet leader Joseph Stalin resembled Pendergast and reminded Truman very much of his old mentor. Because of this superficial resemblance, moreover, Truman initially reacted warmly towards the Soviet leader. In 1946 the two men met for the first time, and Truman was greatly impressed by Stalin:

His meeting with Stalin reinforced Truman’s belief that the Russian dictator was like Boss Pendergast. Truman remarked admiringly to an aide: “Stalin is as near like Tom Pendergast as any man I know.” Truman went beyond Stalin’s superficial resemblance to Pendergast to infer that the Russian shared personality characteristics with the Missouri boss. Truman told his staff that “Stalin was one, who, if he said something one time, would say the same thing the next time [. . . .] he could be depended upon.” Truman inferred that Stalin, like Pendergast, could be trusted to keep his word. “I got the impression Stalin would stand by his agreements and also that he had a Politburo on his hands like the 80th Congress,” Truman recalled.19

While this cognitive error had no effects over the longer term once Stalin had proved that he could not be trusted to deliver on his promises, in the short term it led Truman astray by causing him to trust the Soviet leader far more than he should have, and Truman even continued to view Stalin somewhat positively even after he realized that Stalin had betrayed him.20

Even more commonplace examples can be drawn from voting behavior. We will deal with this topic in more detail in Chapter 12, but for now we will merely note that Wendy Rahn’s argument that many people rely on party or ideological identification as a kind of cognitive short cut captures a perspective that has proven very popular among scholars of electoral choice. When people have specific information about a candidate at an election, people are perfectly capable of attending to that information and weighing its value in shaping their vote, Rahn finds. However, when voters have both particular information and party stereotypes at their disposal,

they prefer to rely on heuristic-based processing. They neglect policy information in reaching evaluations; they use the label rather than policy attributes in drawing inferences; and they are perceptually less responsive to inconsistent information. Not even extreme party-issue inconsistency prompted individuals entirely to forsake theory-driven processing.21

Also consider for a moment how we make decisions about candidates for office we know little about. As we have seen before, party identification is a
frequently used cognitive short cut, especially when voters know little or nothing about a candidate other than his or her party. But this is far from being the only economical mental device that voters employ. How, for instance, do we make decisions during the presidential primary season, when all the candidates come from our preferred party? Samuel Popkin has developed a theory of candidate appeal in primaries that draws on schema-type notions. We often know very little about the candidates who run for their parties’ presidential nomination. Many are governors of states we know little about or senators we may never have heard of. During the 2008 primary season, for instance, how many people knew what Barack Obama’s voting record in the Senate was, or what his specific policy proposals were? How many people actually knew who Sam Brownback or Bill Richardson was? With the exception of “big guns” like John McCain and Hillary Clinton, most of the candidates lacked any known national profile.

How, then, do we choose between various unknowns? Popkin argues that we base our decisions on only a few pieces of observable “data.” We then use these to fill in missing information about the candidate (default values) and we reach a conclusion of how representative a candidate is of some ideal (or non-ideal) stereotype. This is another way of saying that we fit candidates, however imperfectly and imprecisely, into schemas we already have stored in our heads. Like the dog schema example earlier, we use a few knowns to fill in the unknowns, in order to come to a more general conclusion or assessment. As Popkin puts it,

voters will decide what kind of governor Jimmy Carter was and what kind of president he will be not on the basis of knowledge about his performance as governor of Georgia but on their assessment of how likely it is that Jimmy Carter, as a person, was a good governor.

Popkin borrows not just from schema theory here but from attribution theory, since he argues that fitting candidates into one stereotype or another involves judgments about representativeness.

Scripts can be thought of as “event schemas,” a particular kind of schema which provides typical default values for an event of some kind, such as climbing the stairs, going to the cinema or a restaurant. How is it that human beings can climb a staircase they have never seen before, even the rather exotic spiral version? This may seem like a silly question to ask, but the reason it seems silly is that we all have a script or schema stored in our heads that deals with climbing stairs. It tells us how to approach the staircase, to place a single foot first on the initial stair, follow that with the next foot on the higher step, and so on. Equally, we have no problem watching a movie at a cinema we have never
visited; we simply use our default values to guide our behavior. By the same token, if I tell you that I actually went to see a movie in town last night, you can easily use the same default values you keep in your head for typical visits to the cinema to guess how my evening probably went. I probably bought a ticket first, then gave my ticket to the attendant. Like most people, I probably bought a Coke and some popcorn. I sat down in the movie theater showing the film I’d selected and I watched it until the end. When it was over, I left and did something else.

Again, however, scripts can mislead. Suppose I really did go to the cinema last night. However, professorial salaries where I work in Florida are miserly, and I decided to slip past the ticket attendant without paying when her attention was distracted. I’m on a diet, so I rejected the soda and popcorn they try to sell you before you go in. I found the movie so boring that I fell asleep in it. I was awoken by an angry lady behind me who objected to my snoring, and I stumbled out into the daylight, regretting that I’d wasted my time on another overly-hyped Hollywood movie (even though I hadn’t bothered to pay). In this case, your default values have led you astray, and again the reason partly relates to our cognitive miserliness. We make assumptions based on the typical or prototypical behaviors which may be entirely misleading or incorrect.

The use of historical scripts is very common in international politics. The Munich script, for instance, tells us a story about what happens when a ruthless, expansionist leader is appeased, suggesting that if you don’t confront a threat early on, you will most assuredly have to face it later. World War I had had a devastating effect on Europe, and British Prime Minister Neville Chamberlain (as well as other European leaders) not unnaturally wanted to avoid another war of perhaps even greater devastation. In 1938 a peace conference was convened in Munich at which Hitler agreed to restrain his aggressive ambitions in return for part of what was then Czechoslovakia. Chamberlain famously emerged from the conference waving the agreement that had been reached and promising “peace in our time.” This policy of course was a terrible failure, and the word “appeasement” became a dirty word in international relations, ruining the political careers of those who (like then Ambassador Joseph Kennedy in the United States) had advocated it. Hitler violated the terms of the Munich agreement the following year, invading one European state after another and eventually leading the United States to intervene on behalf of the beleaguered and financially ruined Allies. This same script was later evoked on numerous occasions during the Cold War, and most famously by George H.W. Bush after Saddam Hussein invaded Kuwait in 1990; Bush argued that if Hussein’s aggression was not confronted early on—if Hussein were appeased, in effect—the rest of the Middle East would soon fall to his expansionist designs.
Analogical Reasoning

Another (very similar) way of thinking about historical events and scripts is through what has become known as analogical reasoning. When we reason by analogy, we compare a new situation to something similar we have faced in the past (or rather, something that appears to be similar). We very often use historical analogies when discussing international affairs and foreign policy; indeed, according to former Secretary of State Alexander Haig, “international politics attracts analogies the way honey attracts bears.” Since the 1970s, the debate over American foreign policy has often seemed like a war between two historical analogies: Munich/World War II and Vietnam. The first—derived from the unpopularity and ultimate failure of the policy to appease Adolf Hitler—stresses the need to confront an enemy both early and head on, using massive military force; the second—informed by America’s inability to defeat the Communist North Vietnam despite our overwhelming conventional superiority—suggests the dangers of doing the first. Phrases like “bogged down,” “body bags,” and “exit strategy” date from this period of American foreign policy history, suggesting the profound dangers of using military force, at least without very careful planning about precise objectives and the nature of the enemy faced.

There is a now well established literature on the subject of analogical reasoning in the disciplines of cognitive and social psychology, and a number of significant discoveries about human problem-solving are especially noteworthy. Foremost among these is the fact that analogical reasoning is a cognitive mechanism that tends to be used under conditions of high uncertainty or ambiguity, such as when an individual is confronted by novel or unusual circumstances or a highly stressful situation. Eysenck and Keane note that much of the existing psychological research on human problem-solving examines how people deal with familiar, routine, and recurring situations, but “people can also solve unfamiliar or novel problems. Sometimes we can produce creative solutions when we have no directly applicable knowledge about the problem situation.” We can do this by finding something in our experience that seems, to us at least, to resemble the task at hand.

A second central finding—which relates primarily to the processes through which analogical reasoning occurs—is that analogizing involves what several authors have referred to as a “mapping” process. As Eysenck and Keane put it, “various theorists have characterized this analogical thinking as being the result of processes that map the conceptual structure of one set of ideas (called the base domain) into another set of ideas (called a target domain).” The innovators in developing this mapping theory have been Dedre Gentner, Paul Thagard, Mary Gick, and Keith Holyoak. According to Gick and Holyoak, for
instance, “the essence of analogical thinking is the transfer of knowledge from one situation to another by a process of mapping—finding a set of one-on-one correspondences (often incomplete) between aspects of one body of information and aspects of another.”27 In analogizing, “isomorphic” relationships are discovered between one event, situation or object and another.

A third, closely related point to note is that analogical reasoning is a structural process. An analogy, Dedre Gentner finds, is not simply a statement that something is like something else; rather, it is a comparison in which the subject assumes that the perceived similarities are “structural” (or causally significant) as opposed to merely “superficial.”28 In practice, of course, individuals do often draw analogies between things or events that exhibit only a superficial surface similarity. In the laboratory psychologists can usually set up experiments where it is easy to tell the difference, but in the complex world of foreign policy decision-making, things are rarely so cut-and-dried. The appeal of the Korean analogy to Lyndon Johnson and Dean Rusk during the 1965 debate about escalation in Vietnam was probably enhanced by the fact that Vietnam and Korea are both in Asia.29 In policy-making, surface similarities are usually easy to confuse with underlying structural ones. Plausible causal or higher-order relations must be mapped between base (that is, the original situation from the past to which the analogy refers) and the target (the new situation being confronted in the present) in order for the analogy to be useful for predictive purposes, but this is relatively easy to do in political decision-making. Reliance on superficial similarity naturally leads to errors and biases, however, not least because analogical reasoning usually involves drawing conclusions from a single case—a practice which any good methodology student knows to be fraught with potential error.

The first political psychologist to reflect extensively upon the use of analogies was Robert Jervis, who devotes a chapter of his Perception and Misperception in International Politics to the use of history by decision-makers, and almost all recent work in the field of analogizing has taken its inspiration from him.30 Jervis’s analysis stresses the origin of analogical reasoning in the past personal experiences of decision-makers, showing how analogies can lead the policy-maker to misperceive the character of situations and/or to arrive at policy choices poorly suited to the task at hand. Later work by supporters of the cognitive approach to decision-making has sought to apply Jervis’s observations to various case studies, drawn almost exclusively from the United States.

Yuen Foong Khong’s book Analogies at War is by far the most sustained and in-depth analysis of analogizing in foreign policy to appear to date. Khong examines the decisions by the Johnson administration to escalate U.S. involvement in the Vietnam War in 1965, and finds that analogies played a prominent part in the reasoning processes of both those who opposed the escalation
and those who supported it. Under-Secretary of State George Ball, for instance, argued that increased American involvement there would soon lead to “another Dien Bien Phu,” a repeat of the disastrous French experience in Indochina in which the French increasingly proved unable to defeat Communist and nationalist insurgents in a guerilla war and were eventually forced to relinquish their former colony. For President Johnson and many of his other advisers (such as Dean Rusk), however, Korea was the analogy of choice. “To be sure, Johnson was informed by many lessons of many pasts,” Khong argues,

but Korea preoccupied him [. . .] Whatever it was that attracted Johnson to the Korean precedent, a major lesson he drew from it was that the United States made a mistake in leaving Korea in June 1949; the withdrawal emboldened the communists, forcing the United States to return to Korea one year later to save the South. Johnson was not predisposed toward repeating the same mistake in Vietnam.31

Others, like McGeorge Bundy and Henry Cabot Lodge, drew on the perceived lessons of the Munich–World War II experience in predicting the scenarios they believed would occur if the United States did not intervene.32

Khong argues that we can think of analogies as “diagnostic devices” that assist policy-makers in performing six crucial functions: they “(1) help define the nature of the situation confronting the policymaker, (2) help assess the stakes, and (3) provide prescriptions. They help evaluate alternative options by (4) predicting the chances of success, (5) evaluating their moral rightness, and (6) warning about dangers associated with the options.”33 He develops what he calls the “AE (analogical explanation) framework,” essentially a short-hand term for the belief that analogies are genuine cognitive devices which perform the tasks specified above. The primary research purpose of Khong’s book is to argue against the view that analogies are used solely to “prop up one’s prejudices” or to justify decisions that have already been decided upon using some other rationale, and he finds that the Johnson people tended to use historical analogies which drew upon recent events such as the missile crisis, the Berlin crises, Korea, Pearl Harbor, and Munich. Khong also shows rather convincingly that in choosing a historical analogy which seemed to “make sense” of Vietnam, Johnson’s advisers picked a historical example on the basis of its superficial or surface similarities to the case in hand.34

In similar vein, it has been argued that many aspects of the Iran hostage crisis of 1979–81—especially the decisions taken by both Iranian radicals and officials in the Carter administration—can be explained using analogical reasoning.35 In November 1979 radical Iranian students clambered over the walls
of the U.S. embassy in Tehran, initially taking sixty-six Americans captive. When Iran’s de facto leader at the time, the Ayatollah Khomeini, refused to return the hostages to America, this sparked a major crisis that dragged on for 444 days and helped destroy the presidency of Jimmy Carter. In 1953, the American and British intelligence services had helped to overthrow Iran’s elected leader, Mohammed Mossadegh, and the hostage-takers’ main motive seems to have been the suspicion that the CIA was about to depose the Ayatollah in similar fashion. Initially, Carter tried to get the hostages out by diplomatic means. Drawing on his experience of the Pueblo hostage crisis of 1968—in which a similar crisis precipitated by the North Koreans had eventually been resolved through negotiation—Secretary of State Cyrus Vance argued that this strategy would work again if Carter was willing to show sufficient patience. Others, notably National Security Adviser Zbigniew Brzezinski, were unwilling to wait, however. Brzezinski in particular drew on an analogy with the Entebbe raid, a highly successful military rescue operation launched by the Israelis in 1976. In early 1980 the president ordered a mission to rescue the hostages in Tehran. The operation was a miserable failure, but it was in part the cognitive image of successfully pulling off “another Entebbe” that proved irresistible to Carter and his colleagues. There were many differences between the two situations which made the Tehran operation much more difficult in a military sense, but analogies can seduce and mislead decision-makers into ignoring or disregarding these.

It is important to reiterate, however, that decision-makers reason not just by using case-based forms of reasoning like analogies, but by drawing on more general, abstract, or rule-based reasoning as well (schema-type reasoning). Despite the obvious prevalence of analogical reasoning in the making of foreign policy decisions, it may not be as prevalent as other cognitive processes. Marijke Breuning, for instance, points out that more attention should be paid to forms of reasoning other than the analogical variety:

Abstract reasoning entails the application of general rules or principles. Rather than comparing two or more cases, the problem solver examines the problem to determine whether it has certain structural properties and, hence, belongs to a certain class of problems. It has a more deductive flavor than case-based reasoning. One form of abstract reasoning is explanation-based reasoning, which relies on causal assertions and “if . . ., then . . .” statements.

Examining the U.S. Senate debate on foreign aid in 1950, Breuning finds that abstract reasoning was more prevalent in the deliberations of the senators than its analogical cousin. This concurs with the conclusion of Donald Sylvan
and his colleagues that “reasoning in the area of foreign policy seems to be slightly more explanation based.”

**Conclusion: A Variety of Complementary Concepts**

How are attributions, schemas, scripts, and analogies related to one another? The basic answer to this depends on whom you ask. Cognitive science is still in its infancy, and there is not yet a consensus on which concepts and labels are best to use. Some cognitive scientists see analogical reasoning as so central to the way humans think that they generally dispense with talk about other organizing categories. Most political psychologists—including the present author—are eclectic on this issue, however, and see these concepts as so closely related that they refer to pretty much the same cognitive processes. It probably makes little difference whether we say that “the president used a historical script,” “the president used an event schema,” or “the president used an analogy,” for instance, since what we are really interested in is the cognitive process by which a decision was reached, and all of these are saying the same thing using a different label.

The analogical reasoning approach is also probably intimately connected to schemas in at least two ways. First of all, the use of schemas involves the same “matching” mechanisms used in analogical reasoning; when you used the dog schema, for instance, you matched the attributes given to you about fur, tails, walks, and so on to the general category for a canine (this also involved the use of the representativeness heuristic, because the example required you to assess how representative the nameless “thing” was of various categories or concepts). Secondly, analogical reasoning appears to play a key role in schema formation, because it seems to aid the construction of general rules for solving a particular category of problem. Analogical reasoning is seen by many psychologists and cognitive scientists as closely related to schematic processing in this sense. According to Gick and Holyoak, for instance, when an individual has solved a problem successfully in the same way on two or more occasions, he or she will eventually form a general “problem schema,” a set of abstract principles for dealing with that problem type which derives from particular analogical cases but which acquires an independent identity of its own. In this way general rules may be formed which derive from—and yet go beyond—any particular case, abstract beliefs for which analogies supply examples and provide concrete support. The statement that “aggression must be stopped early” is a schematic rule divorced from any particular case, but the statement that “Saddam Hussein is another Hitler” is an analogy or specific comparison between two cases. Nevertheless, the two are obviously related. Our general
aggression schema might be composed of various individual cases or analogies involving Hitler, Mussolini, Hussein, and others.

Most political psychologists do not treat attribution theory and analogical reasoning as opposing theories either. Many scholars in the field of foreign policy analysis, for instance, mix and match concepts drawn from attribution theory, schema theory and analogical reasoning, as do (more informally) scholars of electoral choice. Khong, for instance, argues that the availability heuristic explains George Ball’s use of the Dien Bien Phu analogy; Ball had worked as a lawyer for the French during the last years of France’s colonial control of Indochina, and so the Dien Bien Phu experience was personal to him in a way that it wasn’t for most of President Johnson’s advisers. The representativeness heuristic, Khong argues, also affected LBJ’s reasoning since he was impressed by the superficial similarities between Korea and Vietnam. Similarly, the events of 1979 seemed to most Iranians representative of those of 1953, the Pueblo analogy was cognitively available to Cyrus Vance because he had been sent to South Korea as a presidential envoy during that crisis and Entebbe was especially available to Brzezinski because he happened to be in Israel as the operation was being planned, and had discussed the idea of a rescue mission with Israeli officials at the time. In short, attribution theory, schema theory, and analogical reasoning are far more complementary as approaches than they are competitive.

One key difference between attribution and schema theory is worth noting especially in the context of this book, however. Schema theory is essentially dispositionist, in the sense that different people carry different “mental baggage” with them. People use different analogies in response to the same objective situation, for instance, depending in part on the varied experiences to which they have been exposed. Individuals therefore vary in their attitudes. Similarly, as we shall see when we look at how schema theory explains the use of racial stereotypes, individuals vary in the extent to which they both develop and activate different mental categories. Attribution theory, on the other hand, is at least partly situationist in nature, in the sense that it allows for both situationism and dispositionism: although I have included the discussion of attribution theory under the dispositionist section for the sake of analytical convenience, the fundamental attribution error allows for the fact that the behavior of others may be situationally determined, while allowing that our own behavior may sometimes be influenced most heavily by our dispositions. We will return to this point in the final chapter of the book, however, and so will defer further discussion of this issue until then.
It is clear that no account of the psychology of politics would be remotely complete without an account of the role that emotion—or “affect” as it is sometimes called—plays within it. Many phenomena in politics involve emotion and feelings rather than just the “cold” kind of information-processing we examined in the previous chapter; virtually all political concepts are charged with emotion, either positive or negative, something that many psychologists refer to as “hot cognitions.” Political stimuli often provoke strong emotions, feelings such as liking, dislike, happiness, sadness, anger, guilt, gratitude, disgust, revenge, joy, insecurity, fear, anxiety, and so on.

We do not look at politics neutrally, as some kind of super-advanced, artificially intelligent computer might. Very few people can look at a photograph of George W. Bush or Hillary Clinton, for instance, or a picture of an airplane slamming into the World Trade Center on September 11, 2002, without feeling something. Few Americans can look at a picture of Osama Bin Laden and not feel anger, contempt, or some other negative emotion, just as many radical Islamists in the Middle East look at the same picture and feel pride, admiration, and other positive responses. And this phenomenon is not confined to politics, of course. As the psychologist Robert Zajonc notes,

one cannot be introduced to a person without experiencing some immediate feeling of attraction or repulsion and without gauging such feelings on the part of the other. We evaluate each other constantly, we evaluate each other’s behavior, and we evaluate the motives and consequences of their behavior.

Setting aside social situations, moreover, “there are probably very few perceptions and cognitions in everyday life that do not have a significant affective component, that aren’t hot, or in the very least tepid.”

Advocates of most cognitive perspectives tend to treat people as pure
processors of information. This is not true of the cognitive consistency approach of Leon Festinger, in which the emotion of psychological discomfort (dissonance) motivates people to adapt their beliefs, but it is true of most applications of schema theory, for instance. As Khong notes, “the information-processing theories of the 1970s and 1980s—including schema theory—consciously shied away from ‘hot’ cognitions, in part because cognitive psychology’s model of the mind was informed by the computer analogy.” For some years after cognitive concepts like schemas became popular, it was true to say that the topic of emotion in politics was somewhat neglected. As David Redlawsk has pointed out, rational choice theorists—supporters of the *Homo economicus* approach—have always given emotion short shrift, but advocates of the cognitive theories examined in Chapter 9 have traditionally downplayed this potent force as well:

Perhaps because accurately measuring emotional response to political stimuli is very difficult, even political psychologists not necessarily working in the rational choice tradition turned first to the tools of cognitive psychology to understand how people process political information. The cognitive revolution of the past decades led to a great deal of focus (much quite successful) on the cognitive underpinnings of political behavior. Yet a long line of psychological research [. . .] posits that cognition is not unbiased; that people have various cognitive and emotional motivations to see the world in particularistic ways. Yet somehow this recognition that emotions matter a lot did not find its way very far into political psychology. Instead a distinctly cognitive information processing approach developed that talked of “schemas” and “heuristics” and “rational” decision-making. But it did not talk much about motivation and emotion.

While this was certainly true until fairly recently, it is fortunately no longer the case, especially in the field of mass political behavior. A flood of books about emotion and voting behavior has come onto the market in recent years, for instance, and the work of George Marcus and his colleagues has been especially important in this regard.

Politics is as much about “feeling” as it is about “thinking.” In order to understand political emotions better, though, it helps to categorize the different kinds of political feelings possible, and what we colloquially term “emotion” should really be distinguished in various ways. For one thing, feelings that are object-specific (in other words, that derive from a reaction to a specific thing or person) differ from those that are diffuse (that is, they are not associated with a specific person or thing). We can label this kind of emotional feeling “mood.” Former British Prime Minister Winston Churchill,
for instance, suffered from depression for most of his life, a condition he often referred to as his “black dog.” One of the distinguishing features of such moods is that the sufferer is often unable to attribute the dark feelings that come with them to any specific object or cause. Alternatively, we have all had the experience of waking up in a “sunny” mood, and this too is non-specific in nature. “Emotional responses,” on the other hand, may be as transitory and fleeting as this kind of good mood, but they are reactions provoked by a particular person or event, and we can thus attribute some sort of “cause” to them. Ronald Reagan once made a rather inappropriate joke—at a time when the Cold War was still going on—about bombing the Soviet Union, for instance. Some reacted to this with anger, others with annoyance, and still others with laughter.

Some emotions differ from both moods and emotional responses in the sense that they are much more long-lasting than either of these. “Evaluations” refer to longer-term attitudes towards (for instance) a particular politician or party, attitudes which rarely change overnight. Both George W. Bush and Hillary Clinton inspire particularly strong affective evaluations among American voters, just as John Howard and Tony Blair did in Australia and Great Britain respectively. It is possible, of course, that we evaluate political leaders using solely “cold” cognitive processes such as schemas or the degree to which the values of a politician fit our own, but this is unlikely because all politicians appear to evoke emotional reactions in people (strong “like” or “dislike,” or merely indifference).

Are Emotions “Irrational”?  

For a long time, emotions have been treated as something visceral, something which comes “from the gut” rather than the mind. This mode of thinking has ancient roots. In the Western tradition of political thought, it is still very common to contrast “reason” with “emotion”; on the one hand stands ordered, rational reason (something to be aspired to and admired), on the other the pull of irrational, emotional impulses (something to be avoided). This is implicit in Freud’s distinction between the id and the superego, for instance. We are very much accustomed to thinking of emotion as something detrimental to informed, factually based decision-making.

This way of approaching the operations of the human mind is clearly present in popular culture and dates back hundreds if not thousands of years, right back to the ancient Greeks. Anyone who has ever watched an episode of Star Trek or one of its many movie spin-offs, for instance, knows that the relationship between Captain James Kirk and his assistant Mr. Spock turns on their different ways of approaching the worlds around them. While as a human being Kirk is often passionate and emotional, he is just as often berated by Spock for
departing from the dictates of pure reason. When Kirk is led to an emotional response, Spock frequently responds with the cold admonition “that is illogical, Captain.” Half-human and half-Vulcan, however, Spock himself constantly experiences an internal psychological struggle between his reasoning, logical Vulcan half and his emotional human half.

This approach may be seriously misleading, however, and there is a very different (and increasingly popular) view within political psychology that challenges the view that emotional processes are inherently irrational or non-cognitive in nature. It is certainly true to say that hot cognitions often compete with cold ones. Anyone who has tried to lose weight knows that going on a diet is like warring with oneself, logic telling us that we should avoid purchasing chocolate bars and ice cream, appetite (or perhaps plain greed) dictating the opposite. As Steven Pinker points out, “mental life often feels like a parliament within. Thoughts and feelings vie for control as if each were an agent with strategies for taking over the whole person, you.” We are all familiar with the damage that unbridled emotion—especially highly negative affect states such as anger—can do. Nevertheless, emotions are not necessarily something which should be regarded as detrimental, he argues. Combining a modern cognitive approach with a Darwinian evolutionary approach, Pinker contends that we have emotions because they have proven useful in propagating the species. We feel love and solidarity with those closest to us, for instance, because we are motivated to ensure the survival of our own genes (a rather unromantic view, he concedes, but very few of us regard such love as “irrational”). Certain cultures are often regarded as more “emotional” than others—take for instance the common stereotype of the “hot-headed Latin” or the “unemotional German”—but Pinker argues that cultures vary only in the ways that their members display emotions, not in the extent that they feel them. We are all preprogrammed by evolution to feel essentially the same range of emotions, he contends. We do not all feel the same emotions in response to events—differing reactions across the globe to being presented with a picture of Bin Laden again provide a good example here—but we have all developed the same capacity to feel a very similar range of different emotions.

Emotional responses are probably also essential as motivating forces. Emotions help supply us with our goals and objectives in life. When somebody pursues a goal doggedly and takes pleasure in attaining it, we often say that he or she has a “passion” for it, a rather apt phrase. Using the example of Mr. Spock, Pinker notes that although Kirk’s right-hand man was supposedly emotionless, he must have been driven by some motives and goals. Something must have kept Spock from spending his days calculating pi to a quadrillion digits or memorizing the Manhattan telephone directory. Something must
have impelled him to explore strange new worlds, to seek out new civilizations, and to boldly go where no man had been before. Presumably it was intellectual curiosity, a drive to set and solve problems, and solidarity with allies—emotions all. The emotions are mechanisms that set the brain’s highest level goals. Once triggered by a propitious moment, an emotion triggers the cascade of subgoals and sub-subgoals that we call thinking and acting. Because the goals and means are woven into a multiply nested control structure of subgoals within subgoals within subgoals, no sharp line divides thinking from feeling, nor does thinking inevitably precede feeling or vice versa [. . .]11

Steven Pinker gives the example of fear, which is “triggered by a signal of impending harm like a predator, a cliff top, or a spoken threat. It lights up the short-term goal of fleeing, subduing, or deflecting the danger, and gives the goal high priority, which we experience as a sense of urgency.”12 Artificial intelligence experts, he notes, also concede that creating a functioning robot would require us to program in something resembling emotions “merely for them to know at every moment what to do next.”13

A similar reason for not treating emotions as detrimental to cold reasoning processes is that they seem actively to aid in the formation of “good” decision-making, and may even be essential to it. In order to make sound, well considered decisions, we first of all have to care about those decisions. This conclusion receives strong support in the work of neuroscientist Antonio Damasio and his colleagues. Damasio discovered that patients who have damage to their prefrontal cortex—the area of the brain that controls emotional responses—often make reckless decisions, even though they may otherwise have extensive intellectual capabilities.14 He argues that this stems from the absence of emotions (such as fear) that would prevent normal individuals from acting in ways damaging to their social and professional lives. Put simply, they make bad decisions because they no longer have the capacity to care one way or another. As political scientist Jonathan Mercer relates,

people without emotion may know they should be ethical, and may know they should be influenced by norms, and may know that they should not make disastrous financial decisions, but this knowledge is abstract and inert and does not weigh on their decisions. They do not care about themselves and others, and they neither try to avoid making mistakes nor are they capable of “learning” from their mistakes.15

Like Pinker and Damasio, Mercer sees emotion as essential to rationality, not a competitor with it.16
Whether emotions or cold cognitions “come first”—and thus whether a good theory of political reasoning ought to start with the material presented in this chapter or the previous one—is a debate almost as old as psychology itself. Yaacov Vertzberger is eclectic on this question, arguing that emotions “may cause cognition, or conversely cognition may cause emotions. They cause cognition where a prior experience triggers instant affective reactions before cold processes take place.” Robert Zajonc, on the other hand, was one of the first in recent times to argue that emotion may precede cold cognition, and many political psychologists now agree. Think for instance about what happens when you quite suddenly see someone standing directly in front of you or looking through a nearby window. If you weren’t aware at all that the person was there—we commonly say that he or she has “crept up on you”—you immediately feel surprise or alarm, to the point where some us will even cry out or shout. We experience fear or astonishment almost immediately, before the conscious mind has processed what is happening. But then, if the person is a friend or someone we know well, we then process that information, and may be embarrassed at our own reaction. This is a simple example of emotion coming before conscious cognition or processing of information.

Again, however, our next step is as always to ask what relevance this has for the study of politics. We can best do this by briefly discussing two popular approaches that argue for the primacy of affect; both take the position that one cannot possibly think without feeling, and that feeling often comes first.

**Affective Intelligence Theory**

Building on insights from neuroscience—a topic which will be covered in more detail in the next chapter—George Marcus and his colleagues explicitly reject the popular view that we must first “think” before we can “feel.” They distinguish between two systems which they term the *disposition* and *surveillance* systems. The first deals with information that is routine. It evaluates incoming information according to the emotions that a particular stimulus elicits: in particular, a stimulus may evoke enthusiasm or aversion. While the first mechanism deals with common or habitual ways of thinking, the second deals with stimuli that are novel and unexpected. The dominant emotion dealt with in this second system is anxiety. As Redlawsk puts it,

> once aroused by something unexpected (read “dangerous”) the surveillance system heightens awareness and prepares us to respond by elevating “anxiety” levels. This process is not driven by cognitive processing of the environment but by an emotional response to an unexpected stimulus. The result is that in this aroused state learning is enhanced, since one
needs to understand the nature of whatever threat has been encountered and is thus motivated to find out more about the stimulus.  

We are alerted to attend much more closely to the stimulus and rely less on habitual thought. In this way, the surveillance system promotes more “reasoned” thought.

**Motivated Reasoning Theory**

Milton Lodge and Charles Taber have been pioneers in developing a slightly different approach to understanding how emotion affects politics. Although they agree with Marcus and his colleagues that affect should be regarded as prior to cold cognition, they approach the topic a little differently. They assume three things: (1) all political stimuli are affectively charged (the “hot cognition” hypothesis); (2) people keep in their heads an online, constantly updated “running tally” which includes their feelings about these stimuli; and (3) how a person “feels” generally affects the reception of stimuli as well. “The clear expectation is that most, if not all, citizens will be **biased reasoners**, finding it nearly impossible to evaluate any new information in an evenhanded way,” Lodge and Taber say.

These two perspectives may not be entirely complementary, as Redlawsk has suggested. In particular, they implicitly disagree about whether encountering a novel or unexpected situation is likely to lead to “better” decision-making. Under the Marcus model, evolutionary mechanisms have led to an ability to act instantaneously, before cold cognitive processes set in. This is expected to improve, not detract from, decision-making. In Lodge and Taber’s approach, on the other hand, affect biases the interpretation of new information. As Redlawsk notes, Lodge and his colleagues “find people are more likely to stick to their guns, to support their prior beliefs, and thus allow affect to interfere with updating [of newly encountered information].” Thus the first approach emphasizes the way that emotions help us learn, while the second stresses the ways in which emotions bias and distort that process.

**How are Hot and Cold Cognition Linked?**

Emotions have an “automatic” quality to them, and may sometimes reflect unconscious processes. As George Marcus puts it, “the idea that emotional processes occur outside of conscious awareness, which was initially treated with skepticism, is no longer much disputed.” More work needs to be done on the ways that specific cognitive processes in politics interact with emotion, however. Although “hot cognitions” are not the primary focus of Khong’s
Analogies At War, he notes that analogical reasoning has an affective content as well as a purely cognitive one.24

Thus, when [Secretary of State] Dean Rusk decided that the danger in Vietnam was analogous to that in Korea, the analogy might not only conjure up images of Chinese troops crossing the Yalu River, but also evoke negative feelings about inscrutable Chinese hordes.

He also felt “remorse about his failure to anticipate China’s intervention in the Korean War,” Khong points out.25 We do not simply “match” the characteristics of a situation with a previous one in a detached way; frequently, we pick an analogy that has some strong emotional significance to us, as Korea did for both President Johnson and his secretary of state. Cognitive availability may thus be a function of hot processes as well as cold ones, but this has so far been a neglected area in political psychology.

Moreover, it is clear that emotions—especially fear—played a strong role in Johnson’s Vietnam decision-making. One well known fear that he mentioned often to his subordinates was the prospect that he might inadvertently set off World War III by bringing China into the war. “In the dark at night, I would lay awake picturing my boys flying around North Vietnam, asking myself an endless series of questions,” Johnson told Doris Kearns Goodwin. “What if one of those targets you picked today triggers off Russia or China? What happens then?”26 It is clear that this was based in part on the Korean analogy, but the comparison set off strong emotions in Johnson that inevitably affected policy-making. Blema Steinberg’s analysis of U.S. decision-making on Vietnam also suggests that the emotions of shame and humiliation were very much behind the reasoning of both LBJ and his successor Nixon:

Lyndon Johnson and Richard Nixon were two highly narcissistic individuals who suffered from painful feelings of shame and humiliation. It was these feelings, in the overall context of their narcissistic character structures, that played an important role in shaping their presidential decisions on Vietnam.27

While not everyone would agree with her psychoanalytic characterization of the two men, it seems beyond doubt that these emotions (and others) had an impact. Another of Johnson’s well documented fears was being “the first American president to lose a war.”

One useful way of linking work on emotion with “cold” approaches such as schema theory may be to regard emotion as a kind of “cognitive short cut,” as Fiske and Pavelchak suggest.28 They argue that when someone appears to be a
typical member of some category—for instance, a “typical Democrat” or a “typical Republican”—we react affectively not to that person’s characteristics, but use our emotional reactions to the group category instead. Unless the person seems to be atypical in some noticeable way, we simply assign that person to the general category and ignore his or her particular characteristics. Cognitively this makes some sense, since as with other short cuts it puts less strain on our limited information-processing capabilities. Specific kinds of affect (happiness, sadness, anger, and so on) may also trigger particular information-processing styles.

This approach would seem to assume that affect is secondary, rather than primary, and this kind of approach has dominated the study of elite decision-making (including foreign policy decision-making). There is no reason, though, why the models developed by both the Marcus camp and the Lodge–Taber camp cannot be applied to international relations, just as they have become influential in approaching mass behavior. As Redlawsk notes:

Where “political behavior” is usually focused on the mass behavior of citizens—often in terms of voting—the political psychology of emotion is often developed at a more individual level of analysis and therefore is broadly applicable to situations in which individuals must process information about political conditions, whether we talk about citizens evaluating candidates, or elites addressing beliefs about war and peace.29

The Negative Aspects of Emotion

While accepting that feeling is an integral part of human cognition, we should not of course lose sight of the fact that negative emotions clearly can have a damaging effect in politics and that emotion can lead to highly irrational outcomes. We shall see many of these effects when we come to look at the negative aspects of nationalism and ethnic conflict, for instance, both of which are fuelled by powerful human emotions. Equally, some kinds of mood clearly damage the quality of decision-making. As Vertzberger notes, “depression produces rigid, narrowly focused information processing,” especially extreme and overgeneralized assessments of the situation.30 During his last days in office, Lyndon Johnson was clearly in a deeply depressed state, and this may have contributed to his closed-mindedness and unwillingness to listen to advice that ran counter to his Vietnam policies. The same seems to have been true of Richard Nixon during the scandal of Watergate.31

There is a greater tendency in the psychological study of international relations and foreign policy to treat emotion as a negative force than there is in the study of mass behaviors such as voting and public opinion, and there is
some justification for this: it is hard to see the emotions that fuel ethnic hatred, genocide, apartheid, terrorism, and war between states as positive forces in the world. Nevertheless, the positive role of emotion in decision-making is beginning to be appreciated within the international relations branch of political psychology as well. Jonathan Mercer’s work on trust provides a leading example of this kind of approach, as does Ralph White’s work on empathy. The work of both of these scholars will be discussed in Chapter 16, and it is also consistent with the hypothesis that emotions can have a predominantly “good” effect on decision-making.

Can Emotions Be Measured?

As we noted earlier, the topic of emotion has often been equally ignored by devotees of both Homo economicus and Homo psychologicus, by rational choice theorists and advocates of cognitive psychological applications alike. The tendency to set affect aside has in part been a result of the difficulty of measuring emotional responses themselves, though. Supposing, for instance, you have just given your spouse or significant other a sweater for his or her birthday. He or she takes it out of its wrapping, holds it up and exclaims “just what I always wanted!” How do you know whether he or she really likes it, however? Your loved one may actually be delighted by the gift, of course. Alternatively, he or she may be rather disappointed, thinking “this isn’t really my style” or “I wanted a new car.” He or she may actively hate the sweater, but just claimed to like it because when we love someone, we usually try at all costs not to hurt their feelings.

Despite the simplicity of this example, there are a large number of different emotions potentially floating about here: mutual love, dislike of the sweater, liking the sweater, disapproval of one’s partner’s taste in clothes, the desire not to hurt the other’s feelings, greed, disappointment, empathy, and so on. Despite the fact that the two individuals communicating the emotions are intimate friends accustomed to reading one another’s emotional responses, neither can be absolutely sure which of several emotions the other is experiencing. If reading emotions in individual cases is this difficult, how can psychologists possibly measure people’s emotions in an accurate way?

Conclusion

The most common approach to measuring emotional response has been to simply ask people what they are feeling. Analysts of mass behaviors have long made use of questionnaires and surveys in which individuals are asked to self-report their feelings towards some political stimulus or other. We have also
long had more scientific ways of measuring emotional response, such as examining a subject’s heart rate and perspiration levels using the same technology as lie detectors (though these techniques are far less widely used in political psychology). There are some problems with both of these techniques, of course; people may not be willing or able to describe their emotions with precision, and the use of older technologies to tap emotional responses involves ethical as well as financial issues, as well as being rather imprecise and unsuitable for some purposes. As we shall see in the next chapter, developments in neuroscience—most notably in brain imaging techniques such as MRI and fMRI—have made it easier than before to measure directly the emotions that individuals are experiencing, however. Moreover, political psychologists have begun to work with neuroscientists at an interdisciplinary level to utilize such techniques in their work. While this work is very new indeed and the results of the few studies done so far are extremely preliminary, in the next chapter we will examine and assess some of the latest research that has been done in this area.
Imagine a scene in the future: a theater full of moviegoers watches a series of images on a giant screen. But this is no ordinary film, with popcorn, Coke and advertisements for coming attractions. Each of the individuals—all of voting age, there are no children—wears a set of strange-looking goggles, wired up to a machine in the console of the seat beside them. And what they are watching is rather unusual too, the sort of thing only political hacks like to while away their leisure time with. Some of the images are still photographs of well known and not-so-well known politicians; smiles and suits fill the giant screen. Then the still images morph into videos of segments and sound bites from political speeches, including political advertisements for various candidates shown one after the other.

Up in the projection room, a team of neuroscientists and cognitive scientists watches some very different images. Before them are a bank of screens, each of which depicts in color brain images from of a member of the audience. As a prominent Democrat appears on the giant screen and begins talking, different parts of the brain image light up across the screens. On one screen, showing the brain image of an audience member who declared himself to be a Republican that day in a questionnaire, the insula lights up strongly. This indicates clearly that the audience member dislikes the Democrat, since that is an area of the brain firmly associated with negative feelings such as disgust. Now, however, the film shifts to a well known Republican politician. The pattern of lights across the screens changes. On the screen of our known Republican voter, an area of the inferior frontal cortex lights up strongly. We can see that the individual is feeling empathy or identification with the politician. These kinds of effects are reversed on an adjoining screen, depicting the brain image of a self-avowed Democrat.

While this scenario might seem like science fiction or at least far-fetched, neuroscientists are already beginning to conduct experiments like these. Though I have exaggerated the scale of the experiment here and streamlined
the technology a bit for dramatic effect, the neuroscientists Jonas Kaplan, Joshua Freedman, and Marco Iacoboni of UCLA conducted experiments like these prior to the 2004 and 2008 presidential elections in the United States. At the same time—that is, just before the 2004 presidential election—Drew Westen and his colleagues at Emory University were independently conducting a very similar kind of experiment.¹ In both cases, the experiments used functional magnetic resonance imaging (fMRI) techniques to discover how voters respond to political images.

Kaplan, Freedman and Iacoboni hooked up a Democratic voter called John Graham to an MRI machine and showed him images designed to evoke emotional responses, such as a Bush campaign commercial which used images from the events of September 11 and the (in)famous “daisy chain” commercial from Lyndon Johnson’s 1964 presidential campaign. They subsequently followed this up with an imaging study of other Democratic and Republican voters looking at images of George W. Bush and John Kerry.² More recently, in 2007 (as the campaign for the 2008 election was in full swing) Iacoboni and his colleagues tested twenty subjects—ten men and ten women—who were self-declared swing voters, and showed them still and moving images of various candidates through special goggles, as suggested in the scenario above.³ They also asked subjects to rate candidates on a traditional “feeling thermometer,” from “very favorable” to “very unfavorable.”

The results the neuroscientists obtained were interesting. For instance, in the 2007 study when men were shown the word “Republican,” the amygdala and the insula—both areas associated with anxiety and disgust—lit up quite noticeably, as they did to a lesser extent when both men and women viewed the word “Democrat.” The experiment also confirmed the expectation that voters are divided in their emotions towards Hillary Clinton, but more unexpectedly they found that the divide on Clinton is as much within each party as it is between them. As Iacoboni and his colleagues note,

voters who rated Mrs. Clinton unfavorably on their questionnaire appeared not entirely comfortable with their assessment. When viewing images of her, these voters exhibited significant activity in the anterior cingulate cortex, an emotional center of the brain that is aroused when a person feels compelled to act in two different ways but must choose one. It looked as if they were battling unacknowledged impulses to like Mrs. Clinton.

John Edwards similarly provoked strong reactions. “When looking at pictures of Mr. Edwards, subjects who had rated him low on the thermometer scale showed activity in the insula, an area associated with disgust and other negative
feelings,” while “swing voters who did not give him low ratings, when looking at still photos of him, showed significant activation in areas of the brain containing mirror neurons—cells that are activated when people feel empathy. And that suggests these voters feel some connection to him.”

At the same time—that is, just before the 2004 presidential election—Drew Westen and his colleagues at Emory University were independently working on a broadly similar project. While the study by Kaplan and his colleagues investigated how partisans reacted to images of both their own party’s candidate and those of the opposing parties, Westen and his colleagues looked at what goes on inside the brains of partisans who are presented with information that puts their candidate and the opposing one in a poor light. The experimenters first recruited fifteen strong Democrats and fifteen strong Republicans. While hooked up to an fMRI machine, the subjects were presented with contradictory statements (in reality, fabricated by the experimenters) supposedly made by both their favored and disliked candidates. In each case, the second supposed quote from a candidate clearly contradicted the first.

The experimenters hypothesized that those parts of the brain that deal with contradiction and negative affect would be activated, quickly removing the inconsistency in the case of their preferred candidate, and this was in fact what they found. Although they do not note the fact, this research is remarkable to the extent that, for the first time, it provides independent neurological evidence for the party identification model. Party ID, it will be recalled, is an affective or emotional tie to a particular political party, and its originators were much influenced by cognitive consistency theory. Westen and his colleagues’ study similarly suggests that strong partisans “screen out” unfavorable information about their own candidate, and for the first time we can see something which at least looks like this process going on in brain scans.

The previous chapter noted that one of the most promising avenues for the measurement of emotion right now is coming from the field of neuroscience. In this chapter, we shall see that advances in our understanding of how the human brain works, spurred by significant advances in the technology used to observe its functions, have created the opportunity to increase our understanding of human perception and reasoning, especially our comprehension of the ways in which these are affected by emotion. That said, the study of what might be termed “political neuroscience” is very much in its infancy at the time of writing, so much so that there exist very few book-length introductions to the topic written for political scientists, and only a few articles on the relevance of neuroscience to politics. There are of course plenty of textbooks aimed at neuroscientists themselves and their students, but as students of politics we
face an immediate problem: we are unfamiliar with the extensive terminology used in the field. As John Ratey notes:

The language used to describe the brain is, if anything, more opaque than any of the old psychoanalytic terminology, which was itself so obscure that only trained professionals could wade through the literature. Most people never even bother to learn such terminology, deeming that, like the language of the computer scientists of the early 1970s, it is better left to the nerds. If anyone should doubt it, a brief glance into a modern textbook on neurophysiology is all that is needed to make one want to run and hide.7

Nevertheless, appreciating the potential of neuroscience requires us to grapple with at least some of the terminology of the brain, since as we have already seen, this is central to an understanding of how this growing branch of cognitive science might throw light on a range of political behaviors.

**Basics of the Human Brain**

The human brain has evolved over millions of years. As Westen notes, “its creation was an elegant patchwork of circuits one grafted onto the next, as the edifice grew larger and more complex.”8 Moving down from the outer layers of the brain to the spinal cord, the human brain is a kind of living “archaeological” record of itself. First the brain stem developed—a highly primitive version of the brains we have today—allowing us to feel and think, and regulating basic drives such as hunger. After this, the cerebrum developed. “Further evolution led to structures higher up that are crucial to our experience of emotion,” Westen notes. Among the most noteworthy of these structures is the amygdala, which “is involved in many emotional processes, from identifying and responding to emotional expressions in others, to attaching emotional significance to events, to creating the intensity of emotional experience, to generating and linking feelings of fear to experiences.”9

The human brain as it exists now is in some ways like a Swiss army knife, where each of the components performs a specific task; in other respects, however, it is more like a separation of powers, where different functions are shared by different components rather than being wholly divided or parcelled out. Westen compares the brain to a “federal system.”10 Certain areas—particularly those that developed first when the brain was in its primitive state—act as specialized centers for particular functions. The amygdala is particularly associated with fear and anger, for instance, while the insula is especially associated with disgust. Other regions, however, play a role in a variety of processes, which makes it difficult to generalize about them. As Westen notes:
no single structure has one function, and the more neuroscientists study the brain, the more we realize that every mental act of any consequence occurs through the activation and coordination of circuits throughout the brain, from the more primitive circuits of the brainstem to the more recently evolved circuits of the frontal lobes.11

On top of the cerebellum lies the cerebral cortex, and the area from just behind the eyes to the top of the head—known as the prefrontal cortex—is especially important in reasoning processes. The top and sides of the cerebral cortex are known as the dorsolateral prefrontal cortex. This is an area which, as Westen notes, “is always active when people are making conscious choices.” This is a kind of “reasoning circuit,” playing a role when people are weighing up the costs and benefits of particular actions.12 In the language we have been using in this book, it involves primarily “cold” reasoning processes. Then there is the ventromedial prefrontal cortex, which is involved with emotions and emotional reasoning (what we have been calling “hot” cognition). This area also seems to act as a link between hot and cold processes.

When early doctors began to open up the human skull, they had little idea what role each part of the rather unattractive grey mass inside played in thought. Gradually, however, we began to learn how the human brain functions by observing what happens to an individual’s behavior when he or she has undergone some sort of neurological damage.13 In the previous chapter, we briefly described the work of Antonio Damasio, a neuroscientist whose work has had a particular impact on how political psychologists are starting to look at emotion. One of Damasio’s most celebrated arguments relates to the interdependence of reason and emotion. This argument is based in large part on what happens to individuals who have damage to the area in and around the ventromedial prefrontal cortex, the region of the brain which we noted deals with the integration of reasoning and emotions. Damasio begins his book Descartes’ Error, for instance, by telling the famous story of Phineas Gage.14 Gage was a railroad construction foreman who met with a potentially fatal accident in 1848, when an explosion at his work site drove an iron rod through the front of his brain. Such was the force of the blast that the rod exited through the top of his head. To the disbelief of his workmates and his doctor, Gage not only survived the injury but appeared to have suffered minimal damage to his mental functions, even sitting up and relating the incident calmly and rationally to others right after it had occurred.

Phineas Gage appeared to make a full recovery, at least in a physical sense. But those who knew him noticed pronounced changes in his personality. “Gage was no longer Gage,” as Damasio puts it. This “new” Gage was given to profanity, was impatient with others and would endlessly debate ideas and then
drop them, none of which he had done before. He could no longer hold down a steady job. He seemed to have lost all interest in social conventions and ethical rules. He began making bad life choices, again a marked change from his previous behavior. Why did this happen? Using state-of-the-art imaging techniques and Gage’s skull to reconstruct an image of his brain, Damasio argues that Gage had suffered damage to the ventromedial prefrontal cortex, an area “critical for normal decision-making.” Producing a range of similar cases, Damasio shows convincingly that “emotional” parts of the brain are essential to make sound, reasoned decisions, turning on its head the age-old assumption that emotion and reason are separate attributes or routes that can be taken in isolation from one another.

The Potential of fMRI (Functional Magnetic Resonance Imaging)

It would be nice if we could always precisely distinguish using imaging between different positive emotions (e.g. pride, love, empathy) and negative ones (e.g. disgust, hatred, fear), and to some extent—provided that such methodologies are used with care—we already can. The 2004 election study conducted by Kaplan and his colleagues attests to the fact that we are often able to do this. As Marco Iacoboni puts it,

there is evidence for some nice relationships between brain areas and emotions (amygdala and fear, insula and disgust), but there isn’t a deterministic one-to-one mapping. Each activation should be interpreted in light of the experimental conditions in which the activation is observed.

The reason for this again is that the human brain is in some ways like a Swiss army knife, but many of its functions are distributed across various regions. Referring to the amygdala, for instance, Ralph Adolphs argues that

it is probable that a given structure participates in several processes, depending on the time at which its activity is sampled and on the details of the task and context. It is conceivable that the amygdala participates both in the initial, rapid evaluation of the emotional significance of stimuli, and in later assessment within a given context and goal.

Even though interpreting the results of brain imaging sometimes provokes disagreement among experts, it is fairly evident that brain imaging is superior in many ways to questionnaires. There are two main reasons for this. First of all, we cannot always trust what respondents in questionnaires tell us about the
emotions they are experiencing (or other things they say about their political beliefs). According to political psychologist Shanto Iyengar,

academic research in political science into the effects of campaign advertising is 90 percent bogus, relying as it does on self-reported exposure to a multitude of disparate messages and images. Any efforts to isolate viewers’ actual responses to ads—be they neurological, verbal or behavioral—is a step in the right direction.18

Second, respondents in a questionnaire may not be consciously aware of the emotions they are really experiencing, or may not be able to articulate these in a clear way. Iacoboni argues that “the nice thing about imaging is that it gives us information that we cannot get from verbal reports,” not least because “there is plenty of evidence of dissociation between metarepresentation of cognitive states and the cognitive states themselves.”19

One rather well known limitation of brain imaging for social scientists is its cost. “In our center,” Iacoboni notes, “machine time costs $600/hour, and this rate is pretty standard.” Anyone who has had an MRI done in the United States and looked at the portion picked up by his or her insurance carrier—or, God forbid, had to pay the entire bill themselves—can attest to how expensive it is. This means that its use in political psychology is inevitably dependent on the researcher’s ability to obtain large grants. The scenario with which we began this chapter is already technologically feasible, but the most prohibitive obstruction would be its cost. On the other hand, many neuroscientists would question whether a whole movie theater of subjects would be necessary to get the kind of data social scientists are interested in. The latter almost always prefer a large number of subjects for reasons of statistical reliability, but as Iacoboni notes, imaging specialists tend to look at this question differently:

Even if one has unlimited financial resources, it is difficult (and probably not even so useful) to do studies encompassing hundreds of subjects. First of all, fMRI generates tons of data even from one session in one subject. Studies with hundreds of subjects would produce serious data management issues. Second of all, it is not even clear whether one gets better information with more subjects. These days, typical sample sizes in imaging are between 15 and 25 subjects (it used to be less than that).

From the studies Iacoboni has done, his own impression is that “with fMRI one does not gain in signal-to-noise just by piling up subjects.”20 Not everyone agrees that small numbers of subjects are sufficient when addressing topics like voting behavior, however. As Dr. Jeffrey Bedwell—a clinical psychologist with
experience in brain imaging at the University of Central Florida—notes, fMRI studies traditionally have not concerned themselves much with socioeconomic comparisons, for instance. However, political scientists know that it is essential to have a representative sample in order to draw broad conclusions about a wider population. It is not the case, Bedwell notes, that one brain is necessarily identical to another; the brain’s precise development can potentially vary across gender, socioeconomic status, and age, for instance. The same kind of comparisons that are sought in traditional voting studies, he argues, are also needed when fMRI is the method of choice.21

The Potential of EEG (Electroencephalography)

For medical purposes, EEGs are conventionally used to detect general levels of brain activity. This technique is used, for instance, to detect interruptions in brain activity among patients who suffer from seizures. Potentially, this kind of device can be used to detect attentional mechanisms (whether, for instance, people are paying attention to political ads and other audio or visual stimuli). Unlike fMRI, however, it does not provide many details about the specific parts of the brain that are being activated, and hence can tell us little about the precise feelings people are experiencing. While it can tell us that a particular candidate is provoking emotional responses of some sort, it cannot tell us what kind of emotional response. As Iacoboni puts it, “the problem with EEG is that it does not give us enough spatial information to know exactly where the signal comes from, especially when it comes to emotions and reward, which are often linked to subcortical structures.”22 On the other hand, if one needs timing in the order of milliseconds, then EEG (electroencephalography) is preferable to fMRI (the latter has sluggish temporal resolution in the order of seconds, not milliseconds).23 EEG is also much cheaper than the latter, however, and this is its primary advantage. As long as its limits are appreciated, it can be used to do some interesting things, and future generations of political psychologists no doubt will.

Limitations and the Potential For Abuse

At this point, most neuroscientists—including Iacoboni—are cautious about what we can expect imaging to add to our knowledge of politics. As Director of the Center for the Study of Brain, Mind and Behavior at Princeton University, Jonathan Cohen notes:

> brain imaging offers a fantastic opportunity to study how people respond to political information. But the results of such studies are often complex,
and it is important to resist the temptation to read into them what we may wish to believe, before our conclusions have been adequately tested.24

Not everyone is shy about making bold claims for the new research, however. One commentator has argued, somewhat controversially, that candidates for the presidency should be required to have brain scans before running for the highest office. “Three of the last four presidents have shown clear brain pathology,” Daniel Amen argues.

President Reagan’s Alzheimer’s disease was evident during his second term in office. Nonelected people were covering up his forgetfulness and directing the country’s business. Few people knew it, but we had a national crisis. Brain studies have been shown to predict Alzheimer’s five to nine years before people have their first symptoms.25

While this claim seems reasonable since it meshes at least somewhat with the historical record, he further attributes Bill Clinton’s “bad judgment and excitement-seeking behavior” to “problems in the prefrontal cortex”—a dubious leap in logic, not least because Amen has never administered an MRI or other brain imaging test that would establish anything of the sort. What, moreover, would account for Clinton’s generally highly cautious behavior in terms of his domestic political agenda, if the problem was truly neurological? Amen further stretches credibility by claiming that “our current president’s struggles [that is, those of George W. Bush] with language and emotional rigidity are symptoms of temporal lobe pathology.” Of course, such claims are reminiscent of those made by psychobiographers attributing dubious and overly simplistic causes to complex behaviors, and there is the risk that scientifically grounded research will be abused or morph into unjustified claims about what neuroscience can and cannot show.

One limitation of current studies of political decision-making using brain imaging is that there is a certain indeterminacy about what exactly is going on inside the brains of those exposed to political images. We know a certain amount about the role played by various parts of the brain already, but that knowledge is far from complete. While neuroscientists can observe parts of the brain associated with emotional processing “lighting up,” in some cases it is difficult to tell exactly why this is happening. For instance, in the study by Kaplan and his colleagues discussed earlier, the authors admit that some of their findings are consistent with a number of different hypotheses. For instance, they find evidence of activity in both the dorsolateral prefrontal cortex and the anterior cingulate cortex when voters look at images of the opposing candidate. It is not clear, though, whether this is happening because
partisans are suppressing negative emotions in general because these are unpleasant, or suppressing positive feelings which they might harbor towards the opponent, or attempting to increase their negative feelings towards that opponent.\textsuperscript{26}

Political scientists should also resist the temptation to use brain imaging or EEG for its own sake.\textsuperscript{27} Like other methods, each is best thought of as simply one approach among many. There are times when the use of fMRI may be appropriate—again, it seems useful where we have reason to believe that self-reporting techniques are inadequate, for instance—but there are other occasions when better (but less “trendy”) methodologies are available. There are also behavioral methods for going beyond self-reports, such as measuring reaction time to masked stimuli. Imaging may be able to provide us with moving images of the brain, but if we are interested in illustrating the link between thought and behavior—which is often the case in political psychology—there may be better strategies available. Given the high cost of imaging techniques in particular, we should always ask ourselves whether imaging will tell us something critical that we cannot just as well get somewhere else.

**Situationism Versus Dispositionism Again**

Although at this very early stage neuroscience as it has so far been applied to political behavior is as much a method as it is a coherent body of theory, the neuroscientific approach is clearly dispositionist in the sense that it zeroes in on the characteristics of individuals. It is yet another perspective that assumes that it is the attributes of individuals—in this instance, their particular brain chemistries—that shape their behavior. As far as political scientists are concerned, there is no value added from neuroscience unless what goes on in our heads actually makes a difference to how we act politically. Clearly, though, neuroscience is not yet in a position to resolve this debate one way or another. Think again of Stanley Milgram’s path-breaking research into obedience, for instance, described in Chapter 4. Supposing that fMRI techniques had been available in Milgram’s time, and that he had tested his subjects while simultaneously observing changes in their brain activity patterns. Such an experiment could be expected to show increased activity in parts of the brain which deal with inner conflicts (such as the anterior cingulate cortex) and other areas accompanying the emotions elicited by obedience or disobedience. If this were so, however, would it show that the mental activity was causing the obedience or disobedience towards the experimenter? Or would it simply highlight what happens to the chemistry of the brain as we respond to an external situation in which we are “compelled” to behave in a way contrary to our beliefs?

This is an intriguing question which we are not of course in a position to
answer at this point. The answer would have to be “possibly, but not necessarily.” In that instance, imaging might merely show us what changes take place in the brain when someone feels compelled to act against their own best judgment or values: an interesting thing in itself, but not something which really adds much to our explanation of behavior. As Dustin Tingley notes, “observing a pattern of brain activity ‘x’ alongside behavior ‘z’ does not necessarily give us a better understanding of why ‘z’ happened, or why departures from ‘z’ happened, in the context of the political questions we are interested in.”28 This is really the bottom line in answering the question “how useful is neuroscience to us as students of politics?” In the case of Milgram’s experiments, if the situation was doing the real causal work, having images of his subjects’ brain activity would not have told him very much; on the other hand, it might well have reinforced his speculative argument that we all have an in-built evolutionary bias (or disposition) to obey.

Nevertheless, the majority of commentators are united in their optimism that—one day at least—advances in neuroscience will eventually benefit political psychology, bringing about advances in our understanding of political behavior. Brain imaging has the increasing potential to allow us to “see” ordinary people thinking about politics, and techniques such as EEG (while more limited in what they can tell us) are appropriate when we are simply interested in whether a political message is having some sort of resonance with the voter. So far neuroscientific advances have been employed almost exclusively to understand voting behavior, sophistication, and tolerance, and have been used in particular to investigate how the brain responds to racial outgroups (a literature we will discuss in Chapter 14). However, they have the potential to revolutionize how political scientists look at all cognitive processes, and not just those that have conventionally been regarded as dominated by hot cognitive processes.

**Conclusion**

We have now seen that there are different forms of both situationism and dispositionism. In the final section of the book we shall attempt what is admittedly a rather daunting task, and one which has not so far been attempted in this form: bringing together a number of empirical areas which have been studied by political psychologists—a highly diverse group operating with a variety of theoretical mindsets and exhibiting a range of interests—under the rubric of the general organizing device we have been using.

As we admitted at the beginning of the book, however, no conceptual framework is perfect, and the reader may sometimes encounter areas of ambiguity where a theory does not appear to fit into one category or another, or rather more commonly, where it seems to fit both simultaneously. This is to be
expected, since relatively few theories emphasize psychological beliefs and personalities of actors to the wholesale exclusion of contexts, environments, and situations; equally, there are few theories that are purely situationist in character, saying absolutely nothing about the psychological makeup of political actors. In most areas of political psychology, as we shall see, research within a particular field has emphasized one or the other, with fashions changing over time.
Various branches of psychology—most notably social and cognitive variations—have played a major role in the development of the study of voting behavior (or electoral choice, as it sometimes referred to). As we shall see, the earliest work (heavily influenced by social psychology) was notably situationist in character, while later work (derived from economics, cognitive psychology, and work on affect and emotion) has been rather more dispositionist. Much of the work on the application of schemas and other knowledge structures to politics has been done in the area of voting behavior. This is also a field in which the contrast between models of voting behavior based on economic and psychological assumptions is especially clear, and it is worth noting at the outset that the study of electoral choice today is as much influenced by *Homo economicus* as it is *Homo psychologicus*.¹

**From Situationism to Dispositionism**

The earliest models of voting behavior, such as the *index of political predisposition* (IPP) developed by Paul Lazarsfeld and Bernard Berelson, were almost completely situationist in character.² This approach claimed that voting could be predicted in advance with a high degree of accuracy simply by knowing the socioeconomic status, religion, residential, and other basic social characteristics of the voter. Voting was seen purely as a function of the social environment in which the voter existed. Moreover, the IPP approach viewed voters as essentially “passive” receptors of the situations in which they found themselves.

There was not much psychology in this early perspective, but in the 1960s voting behavior took a profoundly dispositionist turn, when a much revised version of this basic argument added an explicitly psychological variable: the *party identification* approach. This theory explicitly recognized that situation wasn’t everything, and that voter choice is not just a matter of social or economic location. In their classic work *The American Voter*, Angus Campbell
and his colleagues at the University of Michigan argued that most voters develop a long-term *emotional attachment* or disposition towards a particular political party during their formative or teenage years. As we mature politically, we develop an affiliation to one party—often as a result of listening to our parents or neighbors talk about politics, or from some other aspect of the social environment—and that attachment tends to determine the way we vote for the rest of our lifetimes (unless something very dramatic happens to make us change our mind as is possible under the cognitive consistency theory). Voters develop their own individualized dispositions towards politics, albeit dispositions constrained by the makeup of the party system. The result is that the American electorate resembles two enormous blocs, one composed of Republican Party identifiers, the other of Democratic Party identifiers. This model was also imported to Britain by David Butler and his colleagues, who argued that the U.K. electorate similarly resembled two giant blocs composed of Conservative and Labour Party identifiers.

One important thing to notice about party identifications is that they tend to be *highly stable* and resistant to change. Your party may lose a few elections, it may perform badly in government, or it may even adopt policy positions on some issues which you disagree with, but you will still support the party, because it’s your party. One consequence of this is that for many people, the issues being discussed at the election do not matter nearly as much as party does. A strong party identifier, for instance, will tend to “screen out” or ignore altogether information about his or her party that is unfavorable, even where he or she disagrees with their party’s representative on major policy issues. For example, many Republican voters and party members reportedly wanted to drop Dan Quayle as their party’s vice-presidential candidate in 1992. Behind the scenes, some party influentials apparently wanted Quayle replaced with someone more popular, such as Colin Powell. However, there was very little possibility that strong Republican Party identifiers would vote against their party in 1992 because of Quayle. This is because strong identifiers tend to screen out political information they dislike and engage in “selective perception,” in other words see what they want to.

One of *The American Voter*’s authors, Philip Converse, was a trained social psychologist, and the influence of that field as it existed in the 1950s and 1960s is readily apparent in the model. First of all, it emphasized social identification with reference groups. It also stressed the drive to maintain cognitive consistency. The influence of cognitive consistency theory in particular should be pretty apparent to the reader, given what we already know about that approach from Chapter 9. As we saw in that chapter, people do not like to act in ways contrary to their own beliefs, or to hold incompatible beliefs, or to have their beliefs confronted with information that is incompatible with those beliefs. All
of these conditions, the theory suggests, create a state of psychological discomfort. This is what Leon Festinger called “cognitive dissonance” and manifests itself when a strong party identifier finds him-/herself at odds with his or her party on a key issue, such as abortion or civil rights, or may even dislike the presidential or vice-presidential candidate his or her party has nominated. The theory assumes that in the face of such dissonance, the voter becomes strongly motivated to bring things back into balance (what Festinger called “consonance”). This could be done by rationalizing away the issue disagreement or candidate choice as unimportant (“the Civil Rights Act won’t change things around here,” “the Supreme Court will decide the abortion issue anyway,” and so on) or perhaps by adding some extra belief which reduces the dissonance. Finally, one could switch one’s party allegiance altogether and so bring one’s voting behavior more into line with one’s choice of party, but the party identification model suggests that this is extremely unlikely given that it usually takes an earth-shattering event like war or depression to change a voter’s allegiances.

Philip Converse became famous in particular for his argument that voters lack what is usually termed “attitude constraint.” Mass surveys conducted since the 1940s had found that ordinary voters in America were not that sophisticated; they possessed low levels of information about politics and paid only intermittent attention to what was going on in the political world. Converse noted in particular that very few possessed a worked out “ideology,” as one might expect a political sophisticate to have; instead he argued that most people had attitudes “all over the place,” as one of the author’s teachers put it; they were liberal on some issues and conservative on others, and they often did not even fully understand what the terms “liberal” and “conservative” meant.

According to this model of voting behavior, for most people it does not usually matter who the candidates are or what positions they take on the issues of the day; people who identify with the Democratic Party will usually always vote for the Democratic Party’s candidate, and Republican Party identifiers will normally always vote for the Republican candidate. A number of individuals sought the Democratic Party’s presidential nomination in 2008, for instance, including Barack Obama, Hillary Clinton and John Edwards. However, party identification theorists suggest that no matter which one of these got the nomination, Democratic Party identifiers would vote for him or her. Equally, no matter whether the Republican Party had chosen Mitt Romney, Rudy Guiliani, Fred Thompson, Mike Huckabee, John McCain, or someone else in 2008, Republican Party identifiers would vote for their party’s candidate. For the majority of citizens, the act of voting is thus “habitual” or “instinctive.” The average citizen is not that well informed about politics and does not spend his or her time dutifully scrutinizing the campaign proposals of
the main political parties in deciding how to vote; rather the voter simply “short-cuts” the complex decision process by selecting that party towards which he or she has developed a long-term affinity since early adulthood.

There is another element of dispositionism in this theory as well. Since the Democratic Party for many years had the most identifiers within the American electorate, the Democrats would have won virtually every U.S. presidential election since the 1930s if party were all that mattered. Advocates of this approach, however, say that something like two-thirds of the electorate have stable party loyalties and always vote for their party at every election. One-third of the electorate, however, is composed of people who are only weakly attached to a political party or who are out-and-out independents. This one-third is made up of “switchers” or “swing voters,” individuals who lack any stable party loyalty and hence are likely to change their minds as to which they support from one election to another. For this one-third, dispositions matter just as much as they do for the party identifiers, but these dispositions are far less stable and more changeable. This one-third is composed of individuals who make up their minds on the basis of the issues, and it is this segment of the voting population that in practice decides the result of the election. Voting behavior, according to the party identification model, is thus the result of the interaction between long-term (notably party attachment) and short-term dispositional forces (voter reactions to the issues). It also “portrayed candidate assessments as dominated by the more enduring forces of parties and issues,” as Miller, Wattenberg, and Malanchuk note.8

The Rise of Issue Voting and Homo Economicus

To some extent the party identification model has gone out of fashion in recent years, in part because it has become progressively clear in the years since Campbell and his associates wrote that fewer voters nowadays actually have a strong and stable party affiliation. At the 1992 presidential election, for example, only about 29 percent strongly identified with either the Republicans or the Democrats, while 38 percent did in 1964, a drop of 9 percent. Voters also seem to have become more ideologically and politically sophisticated since the 1960s. By the 1970s, these trends gave rise to an approach to explaining electoral choice that challenged the prevailing party identification orthodoxy: the issue voting model. This approach, moreover, was inspired in large part not by the assumptions of Homo psychologicus, but by those of Homo economicus.

In their book The Changing American Voter, Nie, Verba, and Petrocik argued that American voters are now a good deal more sophisticated than the party identification model gave them credit for.9 The authors shared the same underlying approach or starting point as Campbell and his colleagues, in the sense
that they concede that the party identification model accurately described the behavior of voters up until the late 1960s. But they argue that trends in electoral data necessitate a reassessment of the average voter’s capabilities and behavior. The political environment surrounding the American voter changed dramatically during the 1960s, they argue. The ideological emphasis of Republican presidential candidate Barry Goldwater and the emergence of a range of “new issues” like civil rights, Vietnam and Watergate, the growth of the mass media, and shifts in the nature of the electorate itself all produced major change. With regard to this last factor, a new generation of voters has entered the electorate which was and is disinclined to identify habitually with a particular political party.

Issue voting theorists argue that party loyalties are significantly declining as an influence on how people vote. They argue that in recent years we have seen a process of dealignment going on, a process by which voters are gradually losing their attachments to parties in general, and becoming independents instead. Between 1960 and 1993, the number of voters calling themselves “independents” rose from about 23 percent to 33 percent, and by some measures to almost 40 percent. As the influence of party has gone down, issue voting supporters say, the importance of issues and candidate characteristics has increased. While previously most people simply voted for their party’s candidate because it was “their party,” nowadays they are a good deal more selective and sophisticated. The proportion of voters who do this, moreover, is much greater than the one-third described by Campbell and his colleagues, issue voting theorists contend, and may well be 50 percent or even more.

There are essentially two ways of voting on issues: prospective and retrospective issue voting. Voting prospectively is the more demanding of the two in terms of the knowledge and information it requires of the voter. In order to vote in this way, a voter must: (1) look at the policies of the two parties and at the positions they take on the issues, (2) compare these two sets of policies, and (3) select that party which has the policy positions that look most like their own. So for example, if I am conservative on social issues, liberal on economic issues and conservative on foreign policy, I will want to choose the party that looks most like me on these things. In all likelihood no party platform will be a perfect match for my own preferences, but prospective voting simply requires that I select that party which comes closest to my own positions of the issues.

Retrospective issue voting is rather less demanding of the average citizen. Voters, V.O. Key argued in The Responsible Electorate, are not fools; they are rational in the sense that they reward incumbents for concrete achievements and punish them for their failures. Voters are perfectly capable of looking backward at the previous few years and asking themselves how well the incumbent administration has performed. Economic performance is particularly
salient for voters; generally speaking, if things are going well economically the
government will be re-elected, and if things are going badly the administration
will be removed from office. This kind of issue voting is relatively straight-
forward and easy to do. It does not demand that the voter be highly informed
about politics and policy, or that he or she even know a single policy of either
party. All that is necessary is that the voter be aware of how well the presi-
dent’s party (for example) is performing. It may also be more “rational” to vote
retrospectively on the issues than prospectively, since the informational costs
are much lower. Weighing up party positions on the issues may also be actively
inadvisable, since we know that politicians may break their promises. Given this
fact, it makes little sense to pay much attention to what leaders say they will do
during the electoral campaign; it makes a lot more sense to look at what they
have actually done in the recent past.

How is it that both schools are able to claim that their model best explains
empirical reality? Surely data from recent presidential elections can tell us who
is right one way or another? Unfortunately this is far from being the case, for
statistical data do not speak for themselves. The two rival approaches interpret
the same data differently. The reason they are both simultaneously able to
make a case for their own model is because both claim the weak party identi-
fiers as their own. The party identification school argues that weak party
identifiers nevertheless maintain a party affiliation, and that they ought to be
classed as falling under the party identification category; issue voting sup-
porters, on the other hand, treat those who say they have only a weak identifi-
cation with party as independents prepared to vote on the basis of the issues
and candidates. The party identification school argues that the so-called
“decline” in party identification has been greatly exaggerated; between 1960 and
1988, the percentage of voters identifying with a party declined from 75 percent
to 63 percent, but this is not an especially marked drop. Some of the most
recent work in voting behavior, it is worth noting, has restated the party
identification position and attempted to refute the arguments of Nie, Verba,
and Petrocik.11

The Impact of Hot and Cold Cognition

More recently, scholars of electoral choice have drawn upon the assumptions
of cognitive psychology to create dispositionist approaches that do not rely on
economicist or rational choice assumptions and/or see party identification in a
more cognitive light. The party identification approach always assumed that
electoral campaigns—and the messages put out by the candidates themselves—
did not matter very much.12 Voters would screen out most of the “noise”
that results from campaigns, the approach suggested, since, as Simon and
Garfunkel put it in their song “The Boxer,” “a man hears what he wants to hear and disregards the rest.” This was consistent, as we have noted, with the predictions of psychologists like Festinger. Recent work inspired by other cognitive and affective theories, however, has called this claim into doubt.  

In Chapter 9, we saw one application of this kind of approach to the study of how voters select candidates in presidential primaries, Samuel Popkin’s theory of candidate appeal. This approach draws on both schema and attribution theory notions to explain how we decide whom to vote for in primaries and in other elections where we know relatively little about the candidates. Popkin argues that we base our decisions on only a handful of “knowns,” and then use these to fill in missing information about the candidate (default values). In that way, we are able to reach a conclusion of how representative a candidate is of some ideal (or non-ideal) stereotype.

Politicians continually try to evoke positive schemas in the minds of voters, even though they may do this only in an intuitive or folk psychological way. A good example is what we might call the “Kennedy schema.” The ideal candidate for many voters is relatively young, politically moderate, highly intelligent, rhetorically gifted and physically attractive, all attributes we nowadays associate with John F. Kennedy. The former Massachusetts senator was also a war hero, which is of course another attribute many voters find appealing. As a result, candidates for national office sometimes try to associate themselves with the Kennedy image and may even explicitly compare themselves to JFK. The most famous example came in the 1988 vice-presidential debate, when the Republican running mate Dan Quayle did just this, noting that he had as much political experience as John Kennedy when Kennedy ran for office. This led to one of the most famous put-downs in debating history, when Senator Lloyd Bentsen, the Democratic vice-presidential candidate, hit back with the following: “Senator, I served with Jack Kennedy. I knew Jack Kennedy. Jack Kennedy was a friend of mine. Senator, you’re no Jack Kennedy.”

Candidates are usually more subtle than this about trying to appear “Kennedyesque,” however. Running for president in 1992, for instance, Bill Clinton’s campaign team deliberately used photographic images of Clinton (as a young boy scout in the early 1960s) actually shaking hands with JFK. The discovery of this photograph was a godsend to his campaign, since it implicitly evoked the image and even suggested to some that Clinton was somehow “fated” to reach the same position Kennedy had. Interestingly, the Bush campaign in 2004 successfully deflated the challenge of John Forbes Kerry—a candidate superficially similar to John Kennedy in many ways, even down to his initials—by stressing at least two ways in which Kennedy and Kerry seemed to differ. The Republicans successfully portrayed Kerry as far more liberal than
Kennedy had been, and also called into question his war record in various ways that the Kerry campaign seemed unwilling or unable to respond to.

Popkin is of course not the only scholar who has looked to cognitive psychology for clues to how ordinary people process political information; in fact, there is now a vast literature within voting behavior which does this. Kathleen McGraw summarizes that literature by distinguishing between (a) work that examines the ways in which people *structure* and store political information and (b) research that examines the cognitive *processes* that lead to a political judgment, response, or decision. These two issues are of course closely related, for once we understand how people store political information in their heads, we are inevitably going to be interested in how that information is accessed and in the process by which this affects some sort of political outcome, such as a decision about whom to vote for.

In one of the earliest attempts in this first vein, Kinder and his colleagues as long ago as 1980 examined the ways in which voters assess presidential candidates by examining “presidential prototypes,” schema-type stereotypes of the kind of attributes thought desirable in a person running for president. “An ideal president prototype [. . .] consists of the features that citizens believe best define an exemplary president,” they note, adding that different individuals have different prototypes which emphasize different values as important. The ideal president in particular is rated by Americans as honest, knowledgeable, open-minded, courageous, smart, and inspiring, to name only the most often-cited qualities. “Some standards for appraisal of presidential candidates may be widely shared,” but “some may be idiosyncratic, tied to the distinctive and conspicuous qualities of particular candidates.” Perhaps surprisingly, they find that their ideal prototype is a poor predictor of support for a candidate, except in the case of incumbent presidents, but that may be because voters seem not to use a single prototype to judge *all* candidates.

Questioning the timing of the 1980 study—the data for which were collected while an actual presidential campaign was going on—Arthur Miller and his colleagues come to rather different conclusions, arguing that “a presidential prototype, or schema, as we shall label it, can and will be evoked during the actual campaign period when people receive the appropriate stimuli to trigger these preexisting conditions.” Voters use a “few broad criteria, rather than specific information” to judge candidates—going beyond the information given, as described in Chapter 9—and the more politically sophisticated the voter, the “richer” the array of schemas, which then allows the voter to make more inferences than a less informed individual could. Moreover, according to Miller and his colleagues voters *do* have a consistent schema “concerning what a president should be like, and judge real candidates according to how well they match the elements of these schemas.” Perhaps different attributes
of this schema may be important at different elections, so that the “ideal candidate” varies with the times. For instance, amid the turmoil of 1968 the country was looking for a president who stressed stability and order, like Richard Nixon; in 1976, in the wake of Vietnam and Watergate, the ideal was a candidate with unimpeachable integrity, like Jimmy Carter; and by 1980 when the United States seemed to be suffering terminal economic and political decline, the country looked to a candidate like Ronald Reagan to restore “American power.”

How Do We Decide Who to Vote For?

Work on the process side—how cognitive structures are used to evaluate candidates—has also been extensive. Think for a moment about the general theories of voting behavior we have described in this chapter, the IPP, party identification, and issue voting perspectives. None of them actually tells you how we decide who to vote for; each lists factors that “explain” the vote and claims some ability to predict electoral choice, but none of them actually tells you much (if anything at all) about the mental processes we go through during a campaign, or how we decide inside the voting booth itself. It is tempting to ascribe this absence of detail to the influence of behaviorism—which as we saw in Chapter 3 rejects any “introspective” examination of what goes on inside people’s heads—but by the time the party identification model was developed, cognitive consistency theory had already largely supplanted Skinner’s behaviorism. The established approaches described earlier on in this chapter, though, do treat the voter’s decision processes as a “black box.”

Scholars of voting behavior have developed two main theories that deal with the process of assessing candidates: these are termed the online and memory-based perspectives. The online approach can best be explained by thinking of a movie you watched a while ago (say, two months ago) that you especially enjoyed. You can’t now recall many of the scenes that you liked, but you know that you liked the movie. You rate it one of the best movies you’ve seen in the last year, but if asked to remember why, you can only relate a few details. Or imagine that you are watching a movie now. Perhaps you have had the experience of watching a movie that you liked initially, but then abandoned in the middle, never to be watched again. In my case, that happened with Total Recall, a film that I found philosophically interesting at the outset since it deals indirectly with perception, memory, and the subjective nature of reality, but half way through it degenerates into a standard action movie and became less interesting to me. Today, though, my recall of the film’s details is anything but “total.” I can remember bits of what I liked and disliked, but not much; what sticks in my mind most is my overall assessment.
According to one popular approach, this is similar to the process by which we assess candidates. According to the online theory, we keep a “running tally” or “judgment tally” which governs our impression of a particular candidate, just as we continuously update our assessment of how enjoyable a movie is. We constantly change the tally as new information becomes available, but we often forget the actual pieces of information that contributed to that impression, and we may not be able to recall what impressed us or “turned us off” a candidate when asked later on in an opinion poll. As Druckman and Miller put it:

In sharp contrast to prior work, this model suggests that voters may have clear reasons for their votes and may be substantially affected by a campaign, even if they are unable to recite reasons for their votes or remember any campaign information. The reason is that voters keep a running evaluation of candidates; when they receive new information, they update their evaluations and then often forget the specific information because it is no longer needed. Thus, voters are able to retrieve the overall evaluation (which has been influenced by the campaigns), but not the information on which the evaluation is based.

This is highly consistent with the Homo psychologicus approach, since it regards people as cognitive misers who simply retrieve the evaluations from memory but discard the bits of information used to construct them. So too, however, is a rival approach known as the memory-based perspective.

This perspective differs markedly from the notion that campaign information is discarded in favor of online processing. The memory-based approach suggests that when political information is encountered, it is stored in long-term memory, depending on how salient it appears and on the limits of what we can store in our heads. As McGraw puts it,

when a judgment is needed, the individual searches long-term memory for information and integrates the information that can be retrieved to compute the judgment. In the end, the opinion is a reflection of the information that can be retrieved from memory.

On election day, we simply piece together what we can recall to create a composite judgment.

To see how the two approaches differ, consider for a moment assessments of Barack Obama as he ran for the presidency in 2008. As election day drew near, the online approach suggests that voters would keep in their heads a continually updated, running tally of how Obama had performed during the
presidential campaign, a kind of mental scorecard which would also include other pieces of information that they had used to form assessments of him over the past year or two. For instance, a positive assessment of Obama that saw him as a dynamic, charismatic candidate might be updated with more negative information, such as the allegations made during the campaign that Obama’s former preacher was supposedly “unAmerican.” But on election day the voter might not necessarily even recall that piece of information even though it might impact the scorecard, or the negative information might have been supplanted in the tally by more positive, updated information in the voter’s head. On the other hand, a memory-based assessment of Obama in 2008 would be more simple and straightforward; the voter would simply “add up” the positive and negative information he or she has about the candidate to form their assessment. Again, however, both approaches are highly cognitive in nature, since they both start from the assumption that there are limits to the amount of information that voters can and do store in their heads.

Conclusion: The Future of Election Research

In October 2006 a conference organized by the American National Election Studies (ANES) at Duke University on the psychology of voting concluded, and left voting behavior as probably best conceived of as the product of the interaction between both external (situational) factors and internal (dispositional) forces. Recent work has focused on the cognitive and affective forces inside people’s heads, but future research probably needs to do a better job of integrating this research with situationist factors such as movements in the national and international economy, the outbreak of major wars, the social pressures exerted by individuals in the voter’s environment, and “one-off” events in the campaign itself that may radically alter our perceptions of the candidates.
The explosion in nationalism and ethnic conflict that we have observed since the early 1990s has led to renewed interest in these topics as matters for academic study, and a few book-length treatments of the psychological dimensions of this topic are now available. Of course, nationalism and ethnic conflict are not new phenomena, and the idea of nationalism dates at least as far back as the French Revolution of 1789. Writing in 1966, Walker Connor noted that national and ethnic unrest was then present in places as diverse and far-flung as Canada, Guyana, India, Uganda, the Sudan, Burma, Yugoslavia, Cyprus, Rwanda, the United Kingdom, and Iraq. It is fair to say, however, that the severity of issues was obscured by the intensity of the Cold War; nationalistic and ethnic struggles were commonly viewed almost solely through the lens of the struggle between Communism and capitalism, the Vietnam War being only the most obvious and prominent case in point.

Despite the prevalence of the idea of the “nation state,” most states today do not contain only one nation or ethnic group, and there is often no neat territorial coincidence between “nations” and “states,” the governmental bodies that rule over nations. The United Kingdom, for instance, is a multinational state, composed of England, Scotland, Wales, and Northern Ireland. Iraq, as any reader of today’s newspaper headlines knows, has for many years been composed of Kurds, Shiites, and Sunnis, and those who identify themselves as Kurds are spread across Northern Iraq and parts of Turkey. The fact that nations do not always equal states often gives rise to secessionist or irredentist movements, which seek to unify a nation under a single state and body of territory.

Recent years have seen particularly bloody ethnic conflicts in places like Yugoslavia, Rwanda, and the Sudan, three of the places Connor had alluded to back in the mid-1960s as hotspots of unrest. In April 1994 Rwandan President Habyarimana was killed and Hutu extremists seized control of the government. Over the next 100 days, about 8,000 Rwandans a day were butchered. This
was the fastest rate of mass killings in the twentieth century. Some 800,000 people—roughly 10 per cent of the population—were murdered. Ninety percent of the victims were Tutsis—men, women and children. As of late 2008, a similar scenario was continuing to play out in the Darfur region of the Sudan. The Janjaweed are an armed, extremist Arab militia that has committed genocide in Darfur, and so far this group has killed at least 100,000 people from rival, non-Arab Sudanese groups. The Janjaweed are in league with government, and African Union troops have tried in vain to “keep the peace.”

Definitions of nationalism and ethnicity, like other social scientific concepts, are always the subject of dispute; nevertheless, it is relatively easier to arrive at a consensual definition for these notions than it is (say) for terrorism. It is tempting to use Potter Stewart’s famous definition of pornography—namely, “I know it when I see it”—but as social scientists we require at least a good working definition of the thing we are trying to explain. Joshua Searle-White’s definition is especially useful because it brings out the extent to which nationalism is a psychological factor, something that exists primarily in our heads:

Nationalism, in its broadest definition [. . .] is simply a sense of identification with a group of people who share a common history, language, territory, culture, or some combination of these. Nationalism may or may not explicitly be a movement to create an independent state for a national group, although, because self-determination is privileged in the world today, the nation-state (an independent country that is populated primarily by one national group) is a particular goal of many nationalist movements.3

This point was also brought out perfectly by Sir Ernest Barker:

The self-consciousness of nations is a product of the nineteenth century. This is a matter of the first importance. Nations were already there; they had indeed been there for centuries. But it is not the things which are simply “there” that matter in human life. What really and finally matters is the thing which is apprehended as an idea, and, as an idea, is vested with emotion until it becomes a cause and a spring of action. In the world of action apprehended ideas are alone electrical; and a nation must be an idea as well as a fact before it can become a dynamic force.4

Similarly, most collections of studies on nationalism today emphasize the degree to which nationalism is something socially constructed.5 Given that nationalism is primarily a psychological thing—much as party identification in Western democracies is—what theories exist which might explain the social
cohesion which holds nations together and creates a sense of “nationhood?” And what can political psychology tell us about the causes of conflict between rival ethnic forces? In past chapters we have already suggested some paradigms that might provide partial answers to some of these questions, most notably the authoritarian personality theory and the work of Stanley Milgram. We will begin by looking at five approaches that have been used to explain nationalism in recent years: realistic group conflict theory; social identity theory; social dominance theory; the psychodynamic perspective; and the biopolitical approach. The first two approaches are unambiguously situationist, while the last three are primarily dispositionist in nature. As we shall see in the next chapter, moreover, they can also be used to explain other forms of identity and group conflict.

Five Approaches to Explaining Nationalism

Realistic Group Conflict Theory

This approach deals with “us versus them” thinking—or the distinction between what social psychologists call “ingroups” and “outgroups”—and it suggests quite simply that conflict develops where one group has a realistic, “rational” reason to compete with or fight another. In the early 1950s, the social psychologist Muzafer Sherif conducted an interesting field experiment at Robbers’ Cave, Oklahoma. Sherif took twenty-two schoolboys—none of whom knew one another before the experiment—to a summer camp, dividing them at random into two groups as soon as they arrived. Each group was then segregated from the other for about a week—the groups were assigned cabins some distance away from one another, so minimizing the possibility of social interaction—by which time each group had developed its own leaders, identity, and culture. Sherif then threw the two groups into a series of competitive activities and games. Hostility quickly emerged between the two groups, to the point where they could not engage in noncompetitive activities without insulting and even fighting one another.

The reader will readily appreciate how favorable to situationism this finding was. Like Zimbardo later on, Sherif made sure that his subjects were normal, well adjusted individuals with no psychological abnormalities, and then randomly assigned them to two groups, thus pre-empting the argument that might be later raised that the dispositions of his subjects were to blame for their competitive behavior. Despite the fact that (unlike nations) the groups were not divided along ethnic or other ties, their mere categorization into separate, randomly assigned groupings was enough to create hostility when the two groups were brought together. Moreover, the results Sherif obtained should not be that surprising to anyone who has ever played soccer, baseball, American
football, or other competitive team sports at an organized level, or indeed to anyone who has been a spectator at games like these. Active hatred can sometimes develop between two teams—say the “Pittsburgh Steelers” and the “Baltimore Ravens,” or “Manchester United” and “Arsenal”—despite the fact that they are not divided along any evident racial, socioeconomic, religious, or other category.7

Of course, we can always dismiss such observations as indicative of a basic human disposition, such as the “competitive instinct,” and this may indeed be a valid criticism. But such conflicts seem to occur in some circumstances and not in others, casting doubt on the idea of competition as some sort of innate quality. It is clear, moreover, how this kind of theory might explain the long-standing conflict between the Palestinians and the Israelis, for example, since they are competing over the same piece of territory, which each claims as its own. What, though, if we could show that hostility, prejudice, and discrimination can occur between groups even in the absence of any actual competition between them? What if we could show that this kind of hostility can occur even when the two groups have no contact or interaction whatsoever with one another? This is precisely what advocates of the second theory we discuss below have found.

Social Identity Theory

Another situationist approach that has become perhaps the most common way of understanding the psychology of nationalism—offering insights into both the social and political cohesion that holds nations together, and the processes that bring groups into conflict—is social identity theory.8 Like the first perspective, this one also revolves around the distinction between ingroups and outgroups. Going beyond Sherif’s approach, though, British social psychologist Henri Tajfel and his colleagues found—much against their initial expectations—that hostility towards outgroups and favoritism towards one’s own can occur in the absence of any interaction between them, and in the absence of any “reasonable” or “rational” differences between the groups. Social identity theory suggests, in other words, that conflict can occur where the ingroup has absolutely nothing to gain from competing with the outgroup.9

Like Sherif, Tajfel used complete strangers as his subjects, and also randomly assigned them into groups for similar reasons. In his experiments, Tajfel also deliberately divided his subjects along quite absurd and theoretically meaningless lines, such as their musical preferences. As Waller relates,

in the most famous series of studies, participants were asked to express their opinions about indistinguishable abstract paintings by artists they had
never heard of and were then randomly assigned to a group that preferred either the “Paul Klee style” or the “Wassily Kandinsky style.”

Having divided his subjects using these arbitrary classifications, the two groups were never allowed to come into contact with one another. To Tajfel’s own surprise, however, members of each group still displayed a marked favoritism towards their own ingroup and an equally pronounced hostility to the outgroup. This minimal group paradigm, as it is called, had been used initially simply as a baseline for further experimentation, and Tajfel himself apparently expected no Robbers’ Cave-type group effects to occur in this condition; instead, what Tajfel and his colleague John Turner found was that “trivial, ad hoc intergroup categorization leads to in-group favoritism and discrimination against the out-group.” Faced with the task of allocating financial resources between the two groups, for instance, the ingroup chose to penalize the outgroup rather than receive more money itself: “relatively less was given to the out-group, even when giving more would not have affected the amounts for the in-group.”

While Tajfel’s model was initially purely cognitive, he felt that there had to be some other motivation for the individual’s strong identification with the ingroup. Tajfel found this motivational factor in the idea of self-esteem. Identification with a group—especially where the group has a high status or believes itself to have this advantage—allows the individual member to enhance his or her self-esteem. It is this basic motivational need that leads us to favor members of our ingroup and to disparage or discriminate against members of the outgroup.

In an interesting analysis, Joshua Searle-White utilizes this theory to try to understand the phenomenon of nationalism from a social psychological angle. Searle-White teaches courses in the psychology of nationalism in which he recreates Tajfel’s minimal group paradigm, successfully showing his students in a very direct and first-hand way how competing identities can be constructed out of very little (he actually divides his classes up into random categories with meaningless labels). Searle-White acknowledges that individuals have many identities, and that these differing identities can serve some purposes equally well. Nevertheless, national identities serve several particularly useful purposes in the modern era, he argues. Social identity theory suggests that feeling that one’s nation is superior serves a basic human need for self-esteem. To this Searle-White adds a number of points of his own: the idea that “our cause is just” fulfills another basic human need in all of us, for instance. Sometimes this is paired with a sense of victimhood that enhances the feeling that we are right and seems to justify retribution and revenge. Finally, national identity helps us to find meaning in our lives.
Social identity theory has been criticized as an overly simplistic explanation of nationalism, however, and some have highlighted the problems it faces as an account of political phenomena in general. Alan Finlayson, for instance, contends that nationalist groups differ in kind from other groups observed in the laboratory or even in naturalistic settings, not least because national groupings arouse passions of a depth rarely found in other social arrangements. He insists:

We cannot simply take the findings of social psychological research into groups and transfer them to the study of nations [. . .] nations are not just any group with which people identify, but a particular kind of recently invented mass political force fundamentally related to the modern state form.14

Beyond Finlayson’s “uniqueness” argument, Leonie Huddy highlights several other (more general) problems involved in the application of social identity theory to politics. Many of these have to do with the fact that as a primarily situationist theory, social identity theory may underestimate the extent to which identities are created by human beings, and can therefore be changed by them (in other words, dispositionism is important as well).

Not all groups come into conflict with one another, Huddy notes, something which a general theory like Tajfel’s is ill equipped to explain. Another problem is that “individuals vary in the degree to which they identify with a group,” Huddy notes.15 Moreover, while identities at one time used to be quite fixed—one was born into a religion or economic status and “that was it”—identities today are often a matter of choice. One can change one’s nation, for example, and many individuals do. One can even change one’s gender, something considered physically impossible only a few decades ago. “It is important to understand what turns a weak or nonexistent identity into something that can motivate ethnic hatred,” Huddy notes. “But this process would be difficult to understand if all we examined were the very weak identities that arise in the minimal intergroup situation, or the very powerful identitites that characterize ethnic or national conflicts.”16 In addition to group attachments, as we shall note later, various psychological processes—such as dehumanization of the “other”—seem absolutely critical to forging ethnic hatred, for example, but social identity theory is largely silent on these processes. There is some evidence, moreover, that personality differences may affect the degree to which individuals take on a group identity (and by extension, a national identity).
Social Dominance Theory

The analysis of nationalism and other forms of group conflict has also been carried out through the relatively “new” social dominance approach, which is especially associated with Jim Sidanius and his colleagues.\textsuperscript{17} This theory is heavily influenced by evolutionary psychology. Put most simply, the approach “views society as inherently oppressive and group oppression to be the ‘normal,’ default condition of human relations.”\textsuperscript{18} Sidanius argues that most forms of oppression including racism, ethnocentrism (including the oppression of religious minorities such as Jews), sexism, nationalism, and classism and as well as a number of other social attitudes, human drives, and social institutions function, in part, to help establish and maintain the integrity of this group-based, hierarchical structure.\textsuperscript{19}

All societies are to some extent hierarchically based, supporters of the theory note, and within every society there is at least one dominant group and at least one subordinate group. As Monroe, Hankin, and Van Vechten put it, “the social dominance orientation is a fundamental desire to view one’s own group as positive and occupying higher social statuses than other relevant groups.”\textsuperscript{20} An orientation toward social domination serves as a legitimizing ideology for the inequality, oppression, and discrimination that occur within all hierarchically organized systems. Like Milgram, Sidanius sees such hierarchies as emerging naturally because such societies have a competitive evolutionary advantage over those that are not organized this way, and like Milgram he also focuses on the dark side of this evolutionary “fact.” Discrimination, even in the most subtle forms, is a basic fact of daily life within such systems. But unlike in social identity theory, outgroup favoritism or deference also frequently occurs, especially among lower status groups who defer to higher-status ones (Sidanius gives “Uncle Tomming” by blacks towards whites during the era of racial segregation in the United States as the clearest example in recent times).\textsuperscript{21} Lower-status groups may also underachieve due to lower social expectations placed upon them, a form of “self-handicapping.”\textsuperscript{22}

Although this theory notes the importance of both situational and individual level forces, it is often seen as rather more dispositionist than it really is. Sidanius and his colleagues note that models such as social identity theory fail to account for individual differences in the degree of discrimination and prejudice against “the other” among people who have the same structural relationships to “the other.”\textsuperscript{23} Sidanius also frequently notes that the belief-based concept of social dominance orientation (or SDO) is central to his theory. This refers to the extent to which individuals actually desire to dominate others. And yet
while he has shown that SDO is something which can vary across gender, for instance, with males exhibiting higher levels than females, the theory more often homes in on competitive social groups rather than individuals (and what they do or do not think). He and his colleagues point out that social context, socialization, and social roles play a leading role in their theory, all factors that lead us in a situationist direction once we have gotten past the evolutionary roots of the perspective.

As currently constituted, social dominance theory can be vague and confusing, however, and seems at times to incorporate a mismash of dispositionist and situationist factors that make the theory difficult to falsify. Nevertheless, the finding that outgroup favoritism is not only possible but frequently occurs within social hierarchies is at the very least a significant caveat to social identity theory, for instance. The fact that human beings across a variety of cultures tend to organize themselves within hierarchical structures is difficult to deny as well.

**The Psychoanalytic Approach**

A more clearly dispositionist approach to nationalism is provided by our old friend psychoanalytic theory, which (as in the study of terrorism) refuses to go away within political psychology. Sigmund Freud talked about “the narcissism of minor differences”—the tendency for conflicts to occur with people who not only live close to us but are also remarkably like us. This has a certain resonance when one looks at the Arab–Israeli conflict or the conflict between Protestants and Catholics in Northern Ireland, since these are obvious examples of neighbors who often seem somewhat indistinguishable to outsiders. Freud also specifically argued that aggression was a basic and innate human drive, as we have seen already, albeit one which society socializes us to repress.

Beyond this, Freud had little to say about the psychology of nationalism, and as in other areas it has been left to his followers to expand upon his ideas. Among those who have adapted these ideas to nationalism and ethnic conflict, probably the best known have been Vamik Volkan and his colleagues. In *The Need To Have Enemies and Allies*, Volkan starts from the classic Freudian idea of “splitting.” In our early development, we tend to split the world into “good” and “bad,” externalizing or projecting those aspects ourselves we dislike or find unacceptable onto others. Thus, when we condemn our enemies, we are really condemning not just them but the things which we dislike in ourselves. We are projecting the unwanted aspects of ourselves outwards onto the external world. Thus enemies serve a highly valuable but subconscious purpose. The anger and rage we feel towards them rid us of the anger and rage we unknowingly feel toward ourselves.
Volkan and his followers may well be correct that there is something going on at the subconscious level in all international conflicts of which we are not aware. On the other hand, arguments about the subconscious are notoriously difficult to verify and/or falsify. While neuroscience is steadily accumulating evidence that shows that the subconscious does in fact exist, we still do not have the capability to test complex theories like these (through fMRI techniques we can see whether an individual is experiencing disgust, but not whether this is really self-disgust, for instance). Additionally, as Searle-White notes, there are problems involved in simply “jumping” from the individual level to that of the group. Groups, as we have seen already, carry their own dynamics, and are not simply aggregations of individuals. Indeed, Dusan Kecmanovic—himself the author of a book on this topic—goes so far as to claim that there is no psychological theory of nationalism, in part because “nationalism is primarily a social phenomenon, and a psychological approach is not considered the best way to explain a social occurrence.” This may be pushing the argument too far, but there are certainly well known problems in moving from observations noted in clinical practice to broader conclusions about social behavior. This is where social psychological theories, designed to account for aggregate behaviors, arguably become more useful.

“*The*” Biopolitical Approach

One popular biological explanation for nationalism and ethnic conflict—and indeed, for all kinds of human conflict—is the simple idea that natural selection has imbued human beings with an innately aggressive instinct. This is rather plausible, since in the days before humans got their sustenance from supermarkets, they had to kill to get food. Most of us are not aggressive all the time, however, so even if this argument is accurate, it begs the question of what situations bring out this instinct. Some commentators speak of the biopolitical approach to politics, a Darwinian perspective in which evolution has caused us to think and act in ways that are predictable, at least within a range. In fact, though, such a unified view of evolutionary theory is illusory. While evolutionary psychologists, ethologists, and biologists may share the view that we are genetically “hard-wired” in some way by evolutionary processes—equally rejecting Skinner’s notion of the blank slate—they disagree on the critical issue of just what the hard-wiring consists of.

Contrast, for example, Richard Dawkins’ well known bestseller *The Selfish Gene* with Mary Clark’s *In Search of Human Nature*. Dawkins sees a world in which human beings evolved the ability to act through self-interest:
a predominant quality to be expected in a successful gene is ruthless selfishness. This gene selfishness will usually give rise to selfishness in individual behavior [. . .] there are special circumstances in which a gene can achieve its own selfish goals best by fostering a limited form of altruism at the level of individual animals. “Special” and “limited” are important words in that last sentence. Much as we might wish to believe otherwise, universal love and the welfare of the species as a whole are concepts that simply do not make evolutionary sense.30

As Clark describes Dawkins’ theory, “‘selfish genes’ do not allow for love, for empathy, for being virtuous. Those are evolutionary no-no’s; they just aren’t efficient. They decrease one’s fitness to survive.”31 But it is difficult indeed to explain the many altruistic actions we do observe in the real world—the activities of rescuers such as Raoul Wallenberg and Per Anger, for instance—if this is really how we are “wired” genetically. “I cannot see how we could have evolved at all if we were constructed this way,” Clark argues. “Indeed, I cannot see how any social mammals—the other primates, dolphins, elephants—ever came into being following such rules of natural selection for behavior.”32 In particular, such a view fails to explain not only altruistic and empathetic behavior in social life, but why we experience feelings of love and grief and why we come together in groups at all. Instead of being shaped by “selfish genes,” we are genetically predisposed or hard-wired to help other human beings, Clark argues. In order for a species to continue to propagate itself, it would certainly help enormously if that species were predisposed to aid other members.

J. Philippe Rushton, on the other hand, argues that we can explain both altruism towards our own ethnic groups and hostility towards others using “genetic similarity theory,” the theory that we tend to favor those who are genetically similar to us.33 This kind of limited altruism evolved for evolutionary purposes, since it tends to replicate our own genes. We tend to marry those who are ethnically similar to ourselves, for instance, as well as similar in age, education, attitudes, and even personality.34 Analyses like these are highly reductionist, however; though he disavows a purely genetic analysis of politics, Rushton seems to view political attitudes as subconscious rationalizations for genetic interests, a suggestion which leaves out a great deal.35 This kind of analysis does not really specify the mechanisms by which genetic impulses become translated into political action, and also has difficulty explaining hostility towards those who do not share our genetic makeup. Beyond stating that “ethnic nationalism, xenophobia and genocide can become the ‘dark side’ of altruism,” Rushton does not explain why genetics would lead to outgroup hostility or the depth of such feelings.36
An even more fundamental problem in attributing nationalism to evolutionary processes, however, is that we cannot be sure just what has been “hard-wired” into us, since it is difficult to disentangle innate or biological factors from learned social behaviors; and even if we could specify exactly the nature of our genetic hard-wiring, we would then face the problem of explaining how these evolutionary factors interact with social and political forces (since biology alone surely cannot account for everything). Even more telling, a real problem for any theory that suggests that intense nationalistic conflict is in some sense “innate” is that it seems more likely that we are hard-wired to come to one another’s aid, as Clark’s work suggests, though as we have seen various social pressures can interfere with this process. The sources of conflict, in other words, are more likely to be found someplace other than simple human biology. This is a problem not just for out-and-out biopolitical theories that suggest that discrimination and prejudice are in a sense “integral” to human beings, but is also a problem for approaches like social dominance theory which propose that the mere existence of hierarchy is sufficient to produce oppression and exploitation.

The Psychology of Genocide

As Kristen Monroe and her colleagues suggest, social identity theory is especially troubling because it “suggests that genocide and racism may in fact be extreme manifestations of normal group identification and behavior.”37 Nevertheless, general situational theories like social identity cannot by themselves explain why national and ethnic identities sometimes “morph” into more extreme behaviors, as James Waller suggests:

Social categorization, and its role in us–them thinking, does not lead us to hate all out-groups. Social exclusion, let alone mass killing and genocide, is not an inevitable consequence of social categorization. Social categorization does remind us, however, that, once identified with a group, we find it easy to exaggerate differences between our group and others, enhancing in-group cooperation and effectiveness, and—frequently—intensifying antagonism with other groups.38

What all of this indicates is that we cannot fully explain nationalism and ethnic conflict using theories that outline the mere existence of “us versus them” thinking alone. This is probably a necessary condition for conflict to take place, but it is often not sufficient for this outcome to occur. Clearly, what is needed in the analysis of nationalism and ethnic conflict is a better understanding of how “us versus them” situational dynamics interact with dispositional factors
such as personality and beliefs to produce extreme behaviors, and there is currently very little research that does this.

The “sudden” nature of many genocidal events also exposes another weakness of the theories we have examined in this chapter. The events in Yugoslavia in the early 1990s provide a case in point. Serbs, Bosnians, and Croats—ethnic groups which had lived together in seeming harmony for many years—suddenly not only went to war, but began attempting to destroy one another on a massive scale. In the West, where the terms “Serb” and “Bosnian” were assumed to be outdated labels of relevance only in a history test about World War I, the genocide in Yugoslavia was initially met with stunned incredulity. The events in Rwanda in 1994 also took many unawares, although mass killings had been occurring there intermittently for a number of years at regular intervals. But since none of the theories we have looked at in this chapter really deals with change—all the theories are to varying degrees rather static—they arguably provide only partial explanations for sudden acts of genocidal activity.

What exactly is genocide? As Monroe notes, “genocide refers to the deliberate and systematic destruction of people, not because of individual acts or culpability but because of their birth in a national, ethnic, racial or religious group.”\(^\text{39}\) We have already seen various explanations for the Nazi Holocaust in this book, but what might explain genocide—the most extreme form of ethnic conflict—in general? As Monroe points out,

> two explanations are frequently offered. The first stresses group disparities in political-economic situations and the desire of the dominant group to use its power to obtain better living conditions, more land, and the material wealth held by an ethnic minority.

This offers a kind of *Homo economicus* approach or realistic group conflict account—“a glimmer of rationality,” as Monroe puts it—and hence makes some sort of sense to us. The second kind of explanation does not, however. “In contrast to such rational explanations, we find genocide explained through ancient hatred festering in the body politic, hatreds that remain inherently unresolvable through moderate forms of political negotiation because of their primordial force and passion.” Unfortunately, both kinds of explanation are deficient, Monroe notes, not least because both competition over scarce resources and ancient hatreds exist in many places where events do not boil over into genocide.\(^\text{40}\)

Monroe suggests a more sophisticated, multilevel, layered explanation for genocide. She argues that various factors must be present—many of them situational, but others more dispositional—for genocides to occur. First of all,
there must obviously be existing ethnic divisions or a “pluralistic” society. This is a *facilitating condition* or a necessary condition, but it is not of course a sufficient one. At a second level, then, these divisions are overlaid by specific contextual or situational factors (economic distress, political instability, war, or revolution are notable examples). These serve to divide the society against itself, so that it may temporarily or permanently “dissolve” into conflictual elements along the existing ethnic fault lines. This is a vital step in the process, but it still does not necessarily lead to the slaughter of members of one group by another. At the third level, the various groups must come to develop a cognitive perception of their neighbors as “the other.” Scapegoating and stereotyping must occur, providing a victim on whose shoulders blame for the uncomfortable external condition can be heaped. The scapegoat, moreover, must eventually be dehumanized in a way that makes it possible for the dominant group to feel morally justified in committing horrendous atrocities against the subordinate one.

The first level or prerequisite is clear enough. Almost by definition, genocides do not occur within genuinely heterogenous societies where ethnic fault lines aren’t present to serve as dividers, although genocides may occur between such groups. Moreover, “genocide is greatly facilitated when such long-standing inequalities in political participation overlap accentuated economic and social cleavages and when there is a history of conflict between the groups.”

The second level involves the appearance of destabilizing economic and political conditions “that threaten the social order,” Monroe notes. In *Balkan Tragedy*, Susan Woodward offers us an excellent account of the breakup of Yugoslavia that focuses on this second type of explanation. As recently as the late 1970s, Yugoslavia had been feted as the wave of the future, and its economic system was widely regarded as an ideal marriage of the socialist- and market-based systems by many liberal political economists. It also survived the death of its “strongman” Marshal Tito, whom many observers regarded as having played an essential role in Yugoslavia’s economic and political development as a state. After the Cold War, however, Yugoslavia rapidly disintegrated into its older constituent “parts” (it had been constructed by the victorious Allies after World War I, much as Iraq was). How are we to explain this sudden event?

Many international observers rapidly resorted to the “ancient hatreds” argument. British Prime Minister John Major, for instance, told the House of Commons that the genocide took place because of

the collapse of the Soviet Union and of the discipline that that exerted over the ancient hatreds in the old Yugoslavia. Once that discipline had
disappeared, those ancient hatreds reappeared and we began to see their consequences when the fighting occurred.

However, this exaggerated the degree of control the Soviets had exerted over the non-aligned Yugoslavia, ignored the fact that Serbs, Croats, Bosnians, and others had coexisted in reasonable harmony within the same national space for many years, and also downplayed the fact that the state had survived the demise of a figure who had supposedly been holding its various ethnic components together by force. Eschewing the kind of views then popular, Susan Woodward provided a conspicuously economic explanation for what happened. Economic distress—more specifically, dismantling the existing economic arrangements and plunging too far and too fast into the icy waters of the global market system, what Woodward calls “a shock-therapy program of economic reform”—had created tensions which pulled this relatively new state apart at the seams. Similarly, land shortages created in part by an influx of Tutsis created economic instability in Rwanda, laying the groundwork or potential for the horrors which followed.

Of course, these broad situational conditions—while critical forces which always seem to be present in such cases—are not by themselves enough to lead to genocide. It is conceivable in the Yugoslavian case, for instance, that the various parties might have separated peacefully—much as the former Czechoslovakia did—or that the factions might have gone to war but avoided the full-scale genocide that occurred. Logically then, there has to be a further step or series of steps, Monroe notes. This is where insights from psychology become most useful to us, and where cultural and individual perceptions and dispositions become critical.

As Monroe notes, the first step within this psychological level is that some kind of legitimizing ideology frequently emerges to justify the slaughter that is to occur. Often this justification takes a dubious “scientific” form. “Ironically, the doctrine of biological determinism serves as a justification for genocide and genocide is frequently equated with a holy crusade to free the body politic of diseased tissue,” Monroe notes. “Thus genocide becomes a scientific prevention of contamination by agents of ‘racial pollution’ who are viewed as parasites and bacteria causing sickness, deterioration, and death in the host peoples they supposedly infect.”

Demonization of the minority group, the perception that it is a threat and a feeling of racial or religious superiority all follow from commitment to such a radical ideology.

The next step is that we undergo a shift in our perception of ourselves in relation to others. Evidence drawn by Monroe from Christopher Browning’s work on Nazi Battalion 101 suggests that social etiquette and the desire not to “lose face” in front of one’s colleagues become more important than the lives of “the
other” under these conditions. We may also come to see ourselves as “having no choice” but to act the way we do. A third psychological change is that we may come to see ourselves as acting through a kind of “twisted compassion.” We may begin to think of ourselves as moral beings, putting “the other” out of their misery; in particular, some members of Battalion 101 saw it as a moral act to kill children, since once their parents had been executed their lives would become unbearable anyway. Lastly—and this is perhaps the “master” shift which precedes all the others—
dehumanization and distancing occur. Distancing does not necessarily refer to physical distance—the kind of distance which kept Eichmann away from those he was in effect killing—but to the psychological and emotional distance perpetrators create in their heads from their victims, who come to be blamed for their own fate.

**Conclusion**

Going back to the topic of neuroscience discussed earlier, it may be that there are changes in the human brain that occur when—for instance—neighbors kill people they have known for years, as frequently happens in genocides. As Dave Grossman notes in regard to killing on the battlefield,

> when a man is frightened, he literally stops thinking with his forebrain (that is, with the mind of a human being) and begins to think with the midbrain (that is, with the portion of his brain that is essentially indistinguishable from that of an animal).

While fear is not the only psychological emotion we experience when killing another member of our own species—in fact, the primary emotion in normal human beings when confronted with the prospect of killing seems to be a *resistance* to doing so, as Grossman notes—it would be interesting to learn whether something similar happens in those who commit genocidal acts. It is plausible to suppose that the more primitive parts of the brain are activated when individuals engage in genocidal behaviors, but not much research exists on this question.

Apart from the points Monroe makes, as we noted in Chapter 4 the human propensity towards obedience—even where there is no “draconian” authority standing over us ensuring that we comply—is at the very least a powerful contributing factor to the occurrence of genocide; since genocides require large numbers of people to kill similarly large numbers of victims, genocide would probably not be possible were it not for some basic human tendency to obey authority. Interestingly, moreover, Milgram was able to elicit a high degree of obedience in his subjects even *without* dehumanizing
the “victim;” indeed, as Waller notes, the jovial-looking, likeable actor who pretended to receive shocks was remarkably “personalized,” something which leads us to expect that obedience in natural political settings might be even higher.54

Equally important is the nature of the authority itself. To Monroe’s otherwise very comprehensive overview we should probably add the transformative potential of leaders and other individual agents as critical variables. While both Adolf Hitler and Slobodan Milosevic, for instance, capitalized upon social and political conditions beyond their control, both also played an instrumental role in shaping the course of events in Europe during two different genocides. Although Hitler of course never faced justice for his actions, Milosevic did, and no social scientist has seriously suggested that he was not at least partly responsible for the genocide in Yugoslavia. Similarly, in Rwanda Hutu leaders played an integral role in creating discriminatory practices which disadvantaged Tutsis at many levels, and in the Darfur region of Sudan the ongoing genocide has been encouraged by the country’s leaders. On top of malevolent leadership and the propensity of large numbers of people to go along with what they are told (à la Milgram), what they think they are supposed to do (Zimbardo), and things they know or suspect are wrong (Janis and Asch), it is not surprising that genocide—when these factors are combined with broad situational factors such as economic distress, “us versus them” thinking, dehumanization and demonization of the other, ideological indoctrination and the profound power of social etiquette and other forces—is such a common and repetitive feature of human history.
As Federico and Luks note, “race continues to play an important role in conditioning not only individuals’ life outcomes, but also their social and political attitudes.” This is true in the United States, in Europe and in much of the rest of the world. Not surprisingly, political psychologists have long been interested in the roots of racial prejudice. What is it that makes apparently reasonable, normal, psychologically healthy individuals discriminate—either overtly or covertly—against someone else or an entire group, based on nothing more than the fact that this person or group happens to possess a skin color different from their own? This is one of the great puzzles of social and political psychology—not to say social science as a whole—and it is unsurprising that many have sought to address the causes of this widespread phenomenon.

As Susan Fiske notes, a great deal of the research that has been done on racism, prejudice, and discrimination has come out of the United States. “Centuries of dramatically heterogeneous immigration into one nation may have brought ethnic issues to the surface sooner in the USA than elsewhere,” Fiske suggests. She notes, though, that many of the theories that have been used to account for racism are just as applicable to prejudice in European politics as they are to the American case. In fact, most of the theories we shall look at in this chapter can be applied to any region of the world where significant racial and ethnic differences exist within a particular state.

A dizzying number of psychological theories have been proposed to try to explain racism and the development of racial tensions, and we cannot possibly do justice to all of them here. We can, however, certainly sketch their broad details. We have met some of these theories already in previous chapters, and so will pass over them more quickly here (while making it clear, of course, how they can be applied to racism as opposed to other things). Since intergroup conflict takes many forms, the general theories we examined in the previous chapter can also be utilized to explain racial discrimination. Additionally, there exist more specific theories that have been developed to explain racism and
prejudice in an exclusively U.S. context. Fiske notes that all of these theories can be divided into what she calls individual-level and contextual-level theories, and broadly speaking these can be thought of as alternative terms for our dispositionist and situationist approaches.3 Like other political phenomena we have discussed, racism may be the product of the beliefs or personalities of particular individuals, or it may result from situational factors that encourage or somehow otherwise fashion racist behavior.

**What Explains Racism?**

*Authoritarian Personality Theory*

Our discussion in Chapter 4 has probably left you with the impression that the “authoritarian personality” died in the 1960s, felled like a great tree by the powerful situationist axe of Stanley Milgram and others. But in recent years the theory has made a comeback, principally through the work of Bob Altemeyer.4 Altemeyer retains the basis of the “old” authoritarian personality theory associated with Theodore Adorno and his colleagues, but has sought to make it less vague. Originally the theory highlighted nine personality traits that were supposed to characterize right-wing authoritarians, but Altemeyer jettisoned some of these and boiled the theory down to three “attitudinal clusters:” authoritarian submission (meaning a strong tendency to submit to authority), authoritarian aggression (hostility towards outgroups) and conventionalism (denoting conformity with social norms and an unwillingness to challenge “the way things are”). Altemeyer labeled this revised approach right-wing authoritarianism (RWA) and has developed an RWA scale designed to measure the degree to which a given individual conforms to this characterization.

For Altemeyer, racism is best thought of quite simply as an attribute of this personality category. RWAs exhibit a high degree of prejudice towards outgroups of all kinds, including African-Americans and homosexuals. Right-wing authoritarians have plenty of “kick” in them. They are hostile toward so many minorities, they seem to be equal opportunity bigots. But they do not usually realize they are relatively egocentric. Nor do they want to find out [. . .] They are relatively ready to help the government persecute almost any group you can think of—including themselves!5

In the movie *Dirty Harry*, for instance, fictional policeman Harry Callahan’s colleagues describe him this way. Harry’s old partner, Frank De Georgio, tells his new partner “that’s one thing about our Harry, he doesn’t play any
favorites. Harry hates everybody.” An extensive series of racial epithets follow in the movie, but if Dirty Harry really “hates everybody” he would be just the kind of “equal opportunity racist” Altemeyer has in mind, although in the follow-up film (Magnum Force) it becomes clear that he is not in fact racist (he has an Asian girlfriend and a black partner in that film, for instance, script moves which may have been designed to defuse criticism of the racial overtones in the original film).

In Altemeyer’s RWA theory we see another example of the point made in Chapter 1 about the distinction between situationism and dispositionism. Surely people become racist because of the environments and situations they find themselves in, not because they were that way at birth. In this sense, we noted, most theories are “situationist” at root, because people have to get their dispositions from somewhere (the exception being evolutionary theories, which argue that we are born with at least some innate dispositions rather than being “blank slates”). Altemeyer argues that RWAs probably learn their authoritarian beliefs in childhood—as, he suggests, do non-RWAs—but the differences lie in the fact that non-RWAs are more self-aware and come to moderate their early beliefs with experience, while RWAs do not. Again however, this is a dispositionist theory in the sense that while authoritarian beliefs are learned, RWAs form dispositions which are in turn difficult to change and may persist throughout their lives. While the more distant cause of their behavior may have to do with situational factors, the immediate, or proximate cause is dispositional.

While Altemeyer’s theory is now well known and has gained some adherents, it has not been as widely accepted as other approaches. Apart from some of the standard criticisms we have raised about simple personality theories already, it also poses the question of why entire regions—presumably populated by people with a variety of personality types—express especially racist sentiments and/or practice discrimination. A classic example would be the “Jim Crow” system of racial segregation which existed in the old South of the United States.

**Social Dominance Theory**

As we saw in the previous chapter, Jim Sidanius is especially prominent in arguing for the social dominance theory of intergroup relations. Unlike the previous approach, this is a general theory of intergroup relations, and as such it can be used to understand various kinds of conflict other than the nationalistic variety. Individuals who exhibit a high social dominance orientation (SDO) view their group as “different”—that is, superior to others—and actively want their group to dominate society. As we have seen already, though
the theory is more complex than the preceding one, it is at its root personality-based; more specifically, it distinguishes individuals by reference to their preference for a high or low SDO. As mentioned before, according to the theory, low status individuals can also buy into the “hierarchy-legitimating myths” of a society to such a degree that they come to favor the high status outgroup. Sidanius provides “Uncle Tomming” by blacks towards whites during the era of racial segregation in the United States as the clearest example in recent times, a tradition of deference by blacks towards whites.

Advocates of this approach have devoted considerable attention to racism in particular. According to Felicia Pratto and her colleagues, SDO is strongly related to anti-black racism, and a prejudice against minority groups in general. They argue that “the ideology of anti-Black racism has been instantiated in personal acts of discrimination, but also in institutional discrimination against African-Americans by banks, public transit authorities, schools, churches, marriage laws, and the penal system.” The theory says little about where the “legitimating myths” come from or what their nature is beyond the claim that it is perpetuated by the dominant ingroup or hierarchy, and its advocates claim that it matters little where this ideology comes from or what specific form it takes. The theory therefore has little to say about the individual psychological mechanisms that promote racist thinking, although its non-specific nature allows it to be applied to a range of intergroup conflict situations.

**Schema Theory/Stereotyping**

An especially popular approach in recent years within the dispositionist camp has been to trace racism to the way in which the human mind categorizes information. One common reaction students have to hearing about schema theory is to ask whether it can be applied to racial stereotypes. And the answer I always give as a teacher is “indeed it can, and indeed it has been.” From a schema theory perspective, it is possible that racial stereotyping arises in part from people’s basic need to simplify reality and put people and things into categories. As Fiske and Taylor noted in their classic book *Social Cognition* in 1984, “the view of stereotypes simply as part of the normal cognitive process applied to people has become widespread. It contrasts sharply with the traditional view of stereotypes as an irrational isolated phenomenon.” Negative schemas of minority groups or racial stereotypes seem to occur in part because people draw illusory correlations between individuals and the wider group of which they are seen to be a part. As Fiske and Taylor note,

majority-group members have relatively few contacts with minority-group members, and negative behaviors are also relatively infrequent. It
may be that members of the majority group make an illusory correlation between two rare events and infer that minority-group members are more likely to engage in negative behaviors.¹⁴

For instance, imagine that you are a white college student from a rural area renting an apartment from a Pakistani landlord in Leeds, England. Pakistanis form a significant racial minority in the United Kingdom, but tend to live mostly in major cities in the North and Midlands, such as Birmingham, Manchester, and Leeds. And let us imagine that a leak develops in your roof. To your surprise, the landlord never responds to your phone calls and letters asking him to fix it, and you develop a strong dislike of him as a result. You find him an unpleasant person generally, and decide to move out as soon as possible. In such a situation, especially if you have no Pakistani friends and have had little or no contact with other Pakistanis, you may be particularly likely to draw a connection (or illusory correlation) between this one individual and Pakistanis as a group. You may even find yourself using racial slurs against all Pakistanis, though you would not ordinarily have thought of yourself as prejudiced. Since this kind of cognitive approach sometimes also assumes that we are all “naive scientists,” one might be tempted in this case to draw a dubious conclusion from a single case.

It is not inevitable that racist feelings towards all Pakistanis would occur in the example given, however; if we have known a large number of landlords and had a similar experience with most of them, we might assign this individual to our “landlord schema” instead of a “Pakistani schema.”¹⁵ In that case, the incident might result in a feeling of prejudice against all landlords instead. Schema theory suggests, then, that racism is not inevitable; it depends on the schema invoked, and on the repertoire of schemas a particular individual possesses. It is this element of variation that makes this theoretical position fundamentally dispositionist.

Stereotyping and its role in prejudice has been studied since at least the early 1930s,¹⁶ and much of the earliest work argued in classic Freudian or psychoanalytical fashion that racism was a form of projection in which psychologically flawed individuals offloaded their feelings of inadequacy onto others. The true leader in studying this phenomenon, however, was the famous social psychologist Gordon Allport, whose book *The Nature of Prejudice* (first published in 1954) has continued to influence the field long after his death.¹⁷ Allport treated prejudice as “an antipathy based on faulty and inflexible generalization. It may be felt or expressed. It may be directed toward a group or an individual of that group.”¹⁸ When Allport wrote, racial stereotyping tended to be condemned as a kind of personality defect, but he was the first to argue the somewhat disturbing point that racism may arise from processes which reflect the
“normal” workings of human cognition. “The human mind must think with the aid of categories,” Allport insisted. “Once formed, categories are the basis for normal prejudgment. We cannot possibly avoid this process. Orderly living depends upon it.” On the one hand he was instrumental in developing the cognitive approach to prejudice, but Allport also advocated the old-fashioned view of prejudice as “fundamentally irrational hatred, born of ignorance and the ego-defensive maneuvers of people with weak personality structures,” as Dovidio and his colleagues point out. He also stressed the role of emotional and motivational factors in prejudice, something that has enabled generations of scholars to take different points of departure from his work.

Later researchers have built upon the cognitive dimension of Allport’s analysis in particular, although they have of course sometimes deviated from his arguments. Allport assumed, as have others, that the presence of stereotypes inevitably leads to prejudiced attitudes. The example we gave above regarding Pakistani landlords in Great Britain, for instance, suggests that just having a stereotype in our heads—whether of Pakistanis, landlords, or both—inevitably leads to prejudice. The work of Patricia Devine suggests that this is not the case, however, since stereotyping does not necessarily lead to prejudice or discriminatory views. Interestingly, she finds that prejudiced and unprejudiced individuals possess racial stereotypes, but that nonprejudiced people mentally suppress these stereotypes, while the prejudiced do not. This might explain, or at least throw some light upon, the ambivalent ideas many people have towards race.

Although this is admittedly an anecdotal application of Devine’s work, consider for a moment the views of the man who probably did most within American government to end discrimination towards African-Americans, Lyndon Johnson. While LBJ grasped the necessity for the Civil Rights Act of 1964 as a moral issue, he also frequently referred to black people as “niggers” in private (on one occasion, in front of Roger Wilkins, a black historian and journalist then working as Assistant Attorney General). This suggests that Johnson—coming from the “old South,” where racial discrimination had been a way of life for him—may have come to suppress racial stereotypes in his head much of the time, but that such thoughts were so instinctive that they often just “popped out” in his private speech patterns. Russell Fazio and his colleagues suggest that Devine’s model only applies to some individuals, on the other hand. There are indeed individuals who possess negative stereotypes but suppress them, they find, as well as individuals who appear to have no qualms about negative feelings toward black people, but there are also individuals who appear to possess no negative stereotypes of African-Americans at all. Fazio and his colleagues label this group the “truly nonprejudiced.”

Jon Hurwitz and Mark Peffley note that racial stereotypes have enormously
important consequences, since they influence public attitudes towards crime and the punitive nature of many anti-crime policies. Equally, however, they note that people do not always rely on stereotypes, and they draw on the cognitive literature to examine where and when white stereotypes of African-Americans affect perceptions and policies. Noting that people do sometimes rely upon stereotypes or schemas—a form of “‘top-down’ processing” which is relatively easy to do since it requires minimal cognitive effort—they add that on other occasions we process information in a “bottom-up” style; in other words, people do sometimes engage in the effort of processing the information at hand on its own merits.

In the case of racial stereotypes, people rely upon these when the stereotypes seem to “fit” the situation, and in particular where there is no attenuating information which would lead someone to treat a case “bottom up,” or on its own merits. As Hurwitz and Peffley put it,

> when the attributes of the individual target easily fit the global category, stereotypes are convenient and powerful heuristics. When individuating information clearly contradicts the stereotype, however (such as when an African-American criminal is described as making a serious effort to reform himself) the group image becomes less relevant.

They find for instance that when whites are asked to estimate the probability that a given black male committed a crime, they are more likely to see the black person as “guilty” when given no further information about him (so that cognitively most people “fit” him into the broader social stereotype) than they are when told that the black person is a model member of society (so that people apply the individuating information instead of the stereotype). As we shall see, some interesting support indirectly confirming this argument has come from some of the work which uses fMRI techniques to measure racial attitudes and responses.

*Affective Approaches*

Treating prejudice in the cognitive tradition—that is, as a “normal” aspect of how human beings reason—may seem odd to you, and in an example like this the “naive science” of prejudiced individuals is plainly very naive indeed. A more telling problem with the standard cognitive approach, however, is that by itself it is incomplete, not least because racism obviously implies more than this kind of cold categorization (a common criticism of many early cognitive approaches which we discussed in Chapter 9). Racial prejudice also obviously involves strongly *emotional* processes as well as mere categorization.
A large and growing body of work within social psychology has recently examined the emotional bases of stereotyping and prejudice, as well as the ways in which these factors might interact with cold cognitive ones. Although much of her work previously focused on the cold cognitive aspects of social behavior, political and social psychologist Susan Fiske (for instance) has more recently come to focus on the “hot” or emotional side of this topic. In a meta-analysis of fifty years of studies on racial prejudice and bias (co-authored with her colleagues Cara Talaska and Shelly Chaiken), Fiske found that emotions are better predictors of behavior than negative stereotypes and other beliefs; indeed, emotional prejudices predict discriminatory behaviors with far more accuracy than the latter, she and her colleagues discover:

The central role of emotions and the diminished role of beliefs suggest that people may recruit beliefs as a post-hoc justification for their own emotion-driven behavior. A person has an aversion response (disgust), avoids sitting next to a racial outgroup member on the subway, notices the behavior, and justifies it. More seriously, an employer responds with pride to an ingroup candidate and with ambivalence (pity, resentment) or even contempt to an outgroup candidate, and the employment results are clear.

Fiske and her associates concede, however, that it is difficult to measure emotions scientifically. The study of racism is one of those areas of political psychology where we might expect the methods of neuroscience to bring particular dividends, however, not least because (a) racism is increasingly being characterized as a primarily emotional response, (b) fMRI techniques are particularly suited to the measuring of emotions, and (c) some approaches—for instance, the symbolic racism perspective we shall examine later in this chapter—argue that racism has simply “gone underground” since the 1960s. If we cannot expect people to tell us honestly what they think about racial questions face-to-face, in questionnaires or over the phone, perhaps neural imaging can be used to reveal our conscious and unconscious emotions about the topic. There is a sense that many of the standard approaches to racism “black box” the individual, focusing on overt attitudes as measured by survey data rather than looking at the mental processes through which decisions about race are made.

In fact, imaging has already produced some preliminary results of substantial interest concerning the ways in which we view social outgroups. Lasana Harris and Susan Fiske have shown that people respond with disgust when viewing photographs of such groups, for instance, and their work is especially interesting because it suggests that we can effectively “see” processes like dehumanization at work in the human brain. In their study, subjects were shown a large
number of photographs of different social groups (including Olympic athletes and drug addicts), as well as images of objects (including the Space Shuttle and an overflowing toilet) designed to elicit the emotions of pride, envy, pity, or disgust.

A pretest was conducted in order to determine which emotion best “matched” each photograph. Using imaging, the authors then compared activity in the medial prefrontal cortex (mPFC) of the brain to determine whether the students accurately chose the correct emotion illustrated by the picture. The mPFC is activated only when we engage in social cognition, such as when we think about ourselves or other human beings. When viewing a picture representing people who were regarded as “disgusting”—in this case, drug addicts and the homeless—though, no significant mPFC brain activity was recorded; only the amygdala—one of the most “primitive” parts of the brain, often associated (as we saw in Chapter 11) with fear or disgust—was activated. This suggests that while individuals may recognize at a conscious level that they are looking at pictures of human beings, unconsciously our brains process images of extreme social outgroups as if we are looking at unpleasant inanimate objects like an overflowing toilet. Harris and Fiske infer that the absence of mPFC activity while viewing pictures of extreme outgroups shows that “people dehumanize these groups, not perceiving them as human to the same extent that they perceive in-groups or moderate out-groups as fully human.”

This work is broadly consistent with other neuroscientific work which has been done specifically on emotional prejudice and race. The results of Allen Hart and his colleagues “are consistent with the notion that the amygdala might be sensitive to learned racial stereotypes or participate in their development.”

In an especially interesting comparative study, Elizabeth Phelps and her colleagues showed white subjects faces of both known and unknown black individuals. When the white subjects viewed unknown black faces, strong amygdala activity suggested “an unconscious negative anti-Black or pro-White evaluation.” However, when the subjects were shown faces of familiar and generally well regarded black faces—such as images of Martin Luther King, Muhammad Ali, and Denzel Washington—little or no amygdala activity occurred. This suggests strong independent support for Hurwitz and Peffley’s conclusion that people use individuating information when confronted with individuals who contradict the common social stereotype, but resort to that stereotype when no compensating individuating information is provided.

Matthew Lieberman and his colleagues, moreover, find that negative stereotypes of African-Americans are shared by blacks themselves. Using both white and black subjects, they find that greater amygdala activity occurs in both races when shown images of (unknown) black faces. While the possibility exists
that both races are responding simply to the novelty of the faces—something which can also cause the amygdala to become activated—Lieberman and his colleagues argue that this is probably the result of learned social stereotypes. “Although no single study can conclusively address this issue, the present study suggests that the amygdala activity typically associated with race-related processing may be a reflection of culturally learned negative associations regarding African-American individuals.”38 This conclusion receives independent support in the work of Sniderman and Piazza, who also find using survey data that many blacks share the negative views of whites.39

As Ralph Adolphs notes, “the role of the amygdala in processing information about race is still unclear,” and much work remains to be done in this area.40 Others regions of the brain are activated as well when making judgments about race, as practically all the work done to this point illustrates, and all the caveats about fMRI techniques as a measure of political phenomena already discussed apply here. Ongoing work by political scientist Darren Schreiber in this area, moreover, suggests just how complex this area of investigation is.41 Nevertheless, promising new avenues of research are being opened up as this book goes to press.

### Situationist Theories

As noted above, dispositionist theories—particularly personality theories—do not seem especially suited to explaining why entire groups or regions would express racist sentiments and/or practice discrimination, so situationist theories of racism have been just as popular in accounting for racial prejudices as dispositionist ones, if not more so. Of these, two approaches (both of which we have seen already) seem especially noteworthy; however, the literature has highlighted notable problems with each.

As we saw in the previous chapter, realistic conflict theory has been used to try to account for ethnic conflict, but it has also been employed in the effort to explain racism within a single society. As we saw in the last chapter with our discussion of the “Robbers’ Cave” experiment, this approach treats conflict between groups (racial or otherwise) as revolving around the competition for scarce resources. It also treats politics as a zero-sum game: this is a situation in which by definition what one side wins, the other loses. As with children on a see-saw, when one side goes up the other must come down (and vice versa). This is a situationist theory in the sense that where one is located within the group structure of society largely determines one’s outlook. Drawing on Herbert Blumer’s early work on the importance of group position, Lawrence Bobo has applied this to the analysis of racism. In his best known article from this perspective, Bobo focuses on white opposition to busing in the
United States. He argues that for realistic conflict theory to “work” as a theory of racial conflict, busing and other affirmative action measures need not represent an immediate or objective threat to the interests of whites; all that is necessary is that whites and blacks perceive their interests as being in conflict with one another. Taking the position that previous definitions of interests have been too restrictive, Bobo argues that “racial attitudes reflect the existing economic, social, and political relationships between black and white Americans, in other words, the real features of group relations and conflict” [my italics].

There are some problems with this approach as applied to racism, however. First of all, it is not so clear that race relations in many countries actually do represent a zero-sum game in the sense of a real competition over scarce resources. In a land of abundant economic resources such as the United States, for example, the conflict appears far more symbolic than real, a criticism which helped lead to the formation of the symbolic racism school in the United States (discussed below). Moreover, reconceptualizing interests as something subjective—as Bobo does—may tear the heart out of realistic conflict theory, since racial conflicts may be patently “unrealistic.” Secondly, as noted in the previous chapter, Henri Tajfel and his colleagues have shown that it is not necessary for there to be real or meaningful conflicts over resources for ingroup bias or favoritism to occur.

Social identity theory, also described in Chapter 13, can readily be applied to the study of racism as well. While there are different approaches to this theory, the reader will recall that in Henri Tajfel’s model individuals are strongly motivated to identify with the ingroup because this bolsters self-esteem. For this reason, we try to identify with high status groups, and it is this basic motivational need that leads us to favor members of our ingroup and to discriminate against members of the outgroup. This favoritism can occur wholly in the absence of any “rational” justification which would make it more understandable to others, since mere categorization itself—even into meaningless, artificially created categories—can produce ingroup favoritism and discrimination against outgroups. This kind of theory would appear to explain racial hostility well, since racial differences—though only skin-deep—are well understood by all members of a society in which such cleavages exist and are immediately identifiable. Moreover, since many individuals even in a multi-ethnic state may have only minor contact with racial outgroups, this situation seems to meet the conditions of the “minimal group paradigm.”

James Gibson has seriously questioned the applicability of group identity as an explanation for racial conflict and intolerance, however. He selects South Africa during the apartheid era as an “easiest-case-to-prove” for Tajfel and Turner’s theoretical claims. Gibson notes with plausibility that
if Social Identity Theory is ever to be useful for understanding group relations, it is in countries like South Africa, where group identities and differences are quite salient, and have not only been socially constructed and manipulated over long periods of time, but where they were also rigidly codified within the laws of the apartheid state.46

Somewhat surprisingly, he finds that

most aspects of group identities are unrelated to interracial tolerance. For instance, blacks and whites more strongly attached to their ingroup are no less tolerant of people of the opposite race. Being able to identify a group with which one negatively associates does not predict levels of interracial tolerance.

Put more simply, just by knowing that an individual favors their own racial group—in this case, white or black—does not make them correspondingly likely to disfavor the other group. Using a variety of measures, Gibson concludes that it would be “difficult indeed” to conclude from his data that social identity theory explains levels of tolerance between blacks and whites.47 While Gibson concedes that his results may be an artifact of the timing of his study—South Africa is currently in a state of flux—it is likely that cross-cutting cleavages (for instance, the rise of a black middle class) may be reducing the impact of racial group identities in the country. Put differently, it is not people’s proximity to their ingroup that allows them to tolerate people of other races, but an increase in the diversity of society that appears to encourage tolerance.

**Are Americans Still Racist?**

The theories we have discussed to this point have broad applicability, both in the sense that most are general theories of intergroup conflict (not simply theories of why racism occurs, per se) and in the geographical sense that they may readily be applied to countries other than the United States. Some theories are more uniquely “American,” however, in that they focus on explaining racism within a U.S. context rather than attempting to explain its existence as a wider phenomenon. Two such theories are the *symbolic racism* and *principled conservatism* approaches.

**Symbolic Racism or New Racism**

This approach to understanding racism is particularly associated with David Sears and his colleagues, and it focuses in particular on negative affect among
whites towards blacks. Looking at the beliefs of ordinary Americans and the ways in which these have changed over the years with regard to race, Sears and others argue that racism as a set of beliefs has in a sense “gone underground” in the United States. Because it is no longer socially acceptable to express overtly racist views, racism has changed in subtle ways that are often not recognized. As Sniderman and his colleagues summarize it, according to this position:

Racial prejudice is now regarded as undesirable, so people favor disguised, indirect ways to express it. They will not say that they are opposed to blacks getting help from government because they are black; they will instead say they are opposed because blacks are not making a genuine effort to solve their own problems—the kind of effort everyone should make.48

The racism which persists is not the racism of the “old” American South, segregation, Jim Crow, and former Alabama Governor George Wallace, but it is racism of a rather more covert sort. The new, symbolic racism combines anti-black affect with traditional American values, especially individualism.49

Principled Conservatism

If Sears has been the chief standard bearer for the symbolic racism approach, Paul Sniderman and his colleague Donald Kinder have been especially important advocates of a rival approach, sometimes termed the “principled objection” or “politics-as-usual” model. Sniderman and his colleagues argue that opposition to affirmative action policies such as busing does not in and of itself demonstrate “racism.”50 While they do not dispute the idea that racism is still prevalent, opposition to affirmative action more likely represents opposition to the racial policies liberals have pursued since the days of Lyndon Johnson. As Jeremy Wood notes, to prove their symbolic racism thesis Kinder and Sears “must show that negative affect toward blacks has a role in motivating many whites’ opposition to liberal racial policies.” Supporters of the symbolic racism view believe that this is in fact the case; opponents like Sniderman believe that by and large it is not. The whole debate thus hinges on questions of motivation.51 As already noted, supporters of this view are also troubled by the apparently non-falsifiable nature of the symbolic racism approach. If people are reluctant to express their racist views openly, how can we know whether, deep down, they are racist or not?
Tolerance and Intolerance

Another (somewhat related but rather broader) way of looking at the issue of how people treat outgroups is to examine levels of general political tolerance within a society. As with other issues, the study of this topic within political science has been especially well developed in the United States, though a growing number of cross-national comparisons exist. The basic pattern that researchers have uncovered repeatedly across time is that while most Americans express support for political tolerance in the abstract, when confronted with actual cases which involve individuals who are perceived as violating conventional norms, many Americans are somewhat less tolerant.\footnote{52} In order to measure tolerance, it obviously will not do to examine our attitudes towards groups that we like; the essence of tolerance resides in a willingness to live alongside individuals and ideas of whom we disapprove. This kind of definition derives from Voltaire’s famous statement, “I detest your views, but am prepared to die for your right to express them.” While a tolerant individual need not go this far—this might be described as a form of extreme tolerance—he or she should be able to at least “put up” with political ideas and behaviors that sharply differ from their own.

The classic study on this topic was conducted by the sociologist Samuel Stouffer in 1954, the results from which were related in his book *Communism, Conformity and Civil Liberties*.\footnote{53} In the summer of 1954, Stouffer and his assistants polled a representative sample of the American population to find out how tolerant the average U.S. citizen was, and specifically how the average American viewed nonconformist behavior (especially attitudes towards Communists). The results he obtained would make him famous, since as John Sullivan, James Piereson, and George Marcus note, his findings were “disturbing” to many:

Substantial majorities said that an admitted communist should not be permitted to speak publicly, or to teach in high schools or colleges, or, indeed, to work as a clerk in a store. Majorities also agreed that communists should have their citizenship revoked, that books written by communists should be taken out of public libraries, that the government should have the authority to tap personal telephone conversations to acquire evidence against communists, and that admitted communists should be thrown in jail.\footnote{54}

Most respondents were intolerant of socialists and atheists as well, though not to the same degree as in the case of Communists. Stouffer’s study was conducted during the McCarthy era, a period in which the average American was supposedly less tolerant than in previous or later eras. This would lead us
to expect that people in the United States are more tolerant now. To what extent is this actually the case, however?

The answer to this question is not as clear-cut as it might appear, since it depends to a considerable extent on how one measures tolerance. In a study which has become almost as well known as Stouffer’s original one, Sullivan, Piereson, and Marcus set out in the early 1980s to examine what, if anything, had changed in the intervening period, and their conclusion was essentially “not much.”55 They argue that while people felt less threatened by Communists by the early 1980s than they had in the early 1950s—so that more people were prepared to grant basic civil liberties to them—most Americans were not more tolerant, since the focus had simply shifted to other groups. In other words, the context or primary targets of intolerance had changed, but not the degree of intolerance. In order to measure intolerance, they argue, we must logically focus on studying those who say they dislike a particular group, and in order not to prejudge the issue, they allowed respondents to select their own “least liked” groups rather than simply focusing on Communists. When we do this, they find, levels of tolerance have not appreciably changed since the Stouffer study.

Paul Sniderman and his colleagues come to a quite different conclusion, on the other hand.56 They consider the Sullivan study “imaginative, but possibly misleading.”57 The main reason they give is that while it is obvious why one would want to study the tolerance of individuals towards groups that they dislike—it is easy to “tolerate” groups that we identify with—measuring tolerance and intolerance this way probably underestimates just how tolerant most Americans have become. For instance, it is surely not the case that the only people who can be regarded as “tolerant” towards African-Americans are those who say that they dislike African Americans. We should also include those who are merely indifferent to black people, and even those who say they like black Americans, Sniderman and his colleagues stress.58 Again, determining the degree of tolerance that exists within a society is dependent on how one measures tolerance, though it has to be said that the paradigm proposed by Sullivan and his colleagues remains the conventional wisdom in the study of this topic.

In the wake of 9/11, what evidence exists that Muslims have become the “new Communists”? While as one might expect there is evidence of some intolerance towards Muslims since 9/11 (and indeed, before that date), it does not at present compare with the hostility towards Communists which Stouffer found in the 1950s. While we cannot directly compare the data since the question wordings between the two periods differ markedly, we are not observing the kind of generalized levels of hostility towards Muslims that were captured with regard to Communists by Stouffer. Data indicate that negative
views of Muslims have varied widely across different opinion polls since 9/11, which seems to indicate the absence of clear or solid preferences on this issue. Moreover, when Muslim Americans were polled in a May 2007 Pew Research Center study, as many Muslims reported being the beneficiary of positive support from non-Muslims as reported being the victim of discrimination or intolerance because of their faith: 33 percent reported being either treated with suspicion, called offensive names, singled out by police or physically attacked or threatened, but 32 percent (almost the same figure) said that someone had expressed support for them. Moreover, in the same survey self-reported acts of intolerance towards African-Americans were notably higher than those for Muslim Americans (46 percent reported being subject to at least one of the measures of intolerance noted above). 59

The difference may be at least partially attributable to differing elite behavior in the 1950s and 2000s. James Gibson contends that much of the intolerance of the McCarthyite era may have been driven by elites rather than ordinary Americans. 60 In the 1950s, it was very common for foreign policy elites in the United States to portray communism as an undifferentiated menace—“a commie is a commie”—while since 9/11 the Bush administration has repeatedly differentiated moderate Muslims from extreme Islamists, or those who are often misleadingly labeled as “fundamentalists.” 61 If, as V.O. Key thought, the voice of the people is “but an echo chamber,” then the relatively high levels of intolerance observed towards Communists witnessed in the 1950s and relatively low levels towards Muslims seen now may both simply reflect the kind of messages being conveyed by elites.

The reaction of ordinary Americans to 9/11 also shows, perhaps, how difficult it is to sustain a purely situationist position on the issue of tolerance. It is not the mere existence of an “objective” threat that feeds intolerance of outgroups, but our perceptions of the nature of that threat; to go back to the analogy used in Chapter 1, different individuals vary in the degree to which they believe that “the building is on fire,” and hence differ in their willingness to countenance taking civil liberties away from Muslim Americans and other groups. Nevertheless, it cannot be denied that there is some evidence of intolerance in the United States towards Muslims, or what some refer to as “Islamo-phobia.” A Cornell University poll conducted in 2004 found, for example, that 27 percent of American respondents believed that Muslims should be required to register their whereabouts with the federal government, 26 percent said that mosques should be placed under close surveillance, 22 percent believed that federal agencies should target individuals from Islamic or Middle Eastern background and 29 percent agreed that Muslim civic associations should be infiltrated by federal agents to keep watch on their activities. Moreover, 44 percent of those polled believed that at least one of these restrictions should
be placed on the civil liberties of Muslim Americans. While these numbers do not come close to the sizeable majority who would deny Communists the right to speak in Stouffer’s study, these are still disturbing figures in a developed democracy. Erik Nisbet and his colleagues find that political conservatives and those who express strong support for Christian religious values are a good deal more likely to support restricting the civil liberties of Muslims than are other groups.

Conclusion

From Stouffer on, most of the literature on political tolerance has been dispositionist. The studies by both Stouffer (rigidity, authoritarianism, optimism) and Sullivan and his colleagues (psychological insecurity, dogmatism, lack of trust) found that tolerance was associated with certain enduring personality characteristics, for instance. George Marcus, John Sullivan, and their colleagues have recently continued this tradition with an analysis of the factors that affect our decision-making about tolerance judgments in their book With Malice Toward Some. Their perspective focuses on the role of emotion in decision-making and is similarly dispositionist in the sense that it stresses the ways in which people may respond differently to the same informational environment around them. “We use the term individual differences to denote the idea that people may differ in how they make tolerance judgments and in how they process contemporary information,” Marcus and his associates note. “People differ in the predispositions and standing decisions they hold, and these standing decisions may then affect the extent to which they are tolerant or intolerant.” For instance, people vary in their levels of political knowledge and expertise, how and to what extent they process new information, and so on. Decisions about tolerance, they argue, are ultimately the result of a mixture of factors: long-standing predispositions learned early on in life, beliefs about democratic values, and specific information about the case in hand.
The psychological study of terrorism, it is fair to say, remains very much in its infancy. As Rex Hudson notes:

In contrast with political scientists and sociologists, who are interested in the political and social contexts of terrorist groups, the relatively few psychologists who study terrorism are primarily interested in the micro-level of the individual terrorist or terrorist group. The psychological approach is concerned with the study of terrorists per se, their recruitment and induction into terrorist groups, their personalities, beliefs, attitudes, motivations, and careers as terrorists.¹

As we shall see in this chapter, this topic also throws our distinction between dispositionist and situationist theories into sharp relief. For many years, researchers have looked in vain for what John Horgan terms “the terrorist personality.”² However, after many years of reliance on theories that emphasize the “peculiarity” or “psychological abnormality” of terrorists, it is now rather more fashionable to view terrorism the way a situationist like Stanley Milgram would view genocide; that is, as predominantly a product of the environmental circumstances surrounding the individual, rather than of the personal attributes of the terrorist.

Most analysts today think there is no single terrorist personality. Moreover, there is a growing consensus around the argument that political extremists in general are in many ways “normal” (that is, not insane), although they are obviously heavily driven by an ideology which “justifies” their actions. After reviewing the older dispositionist literature and approaches such as frustration–aggression and narcissism–aggression theory, we shall examine more cutting-edge approaches such as the process model of John Horgan, which takes a more situationist approach but also blends the dispositions of the individual into the analysis. Reinforcing this with what we know about suicide terrorism,
we shall conclude that terrorism is such a complex phenomenon that it cannot be traced to either dispositionist or situationist factors alone, but that a satisfactory explanation of the phenomenon must incorporate both.

**What is Terrorism?**

As a concept, “terrorism” is notoriously loaded with value judgments, so much so that the phrase “one person’s terrorist is another’s freedom fighter” has almost become a cliché. A useful starting point is the definition given by the celebrated expert on terrorism, Brian Jenkins:

> What sets terrorism apart from other violence is this: terrorism consists of acts carried out in a dramatic way to attract publicity and create an atmosphere of alarm that goes far beyond the actual victims. Indeed, the identity of the victims is often secondary or irrelevant to the terrorists who aim their violence at the people watching. This distinction between actual victims and a target audience is the hallmark of terrorism and separates it from other modes of armed conflict. Terrorism is theater.³

Terrorism differs from mass killing or genocide in that the latter focus on killing an entire group, while terrorism focuses on killing only a few to influence a much wider audience. Hitler and the Nazis sought to exterminate the Jews, just as the Hutus later sought to kill all Tutsis in Rwanda. Similarly, in most murders the intended victim is usually the actual target. This is certainly not true of terrorism, however, in which the true target is the wider population. Terrorists are attempting to communicate a *message* to some broader group of individuals, and in that sense those whom they kill are incidental to their cause.

When analysts have attempted to understand the actions of terrorists using psychological models, they have traditionally drawn upon a variety of psychoanalytic theories. Frustration–aggression theory, narcissistic rage theory, and other psychoanalytically rooted explanations have frequently been offered to explain why people become terrorists.⁴ The work of terrorism expert Jerrold Post, for instance, has especially contributed to this literature.⁵ All of these approaches, as we shall see in this chapter, are strongly dispositionist in character.

**Frustration–Aggression Theory**

One dispositionist theory that has long been popular in explaining terrorism—and political violence in general—is frustration–aggression theory. First developed by John Dollard and his colleagues in their book *Frustration and*
Aggression in the late 1930s, this approach is simple and straightforward. It argues that aggression occurs when an individual’s goals are frustrated or blocked. Dollard argues, moreover, that frustration always leads to aggression, and aggression is always the result of frustration. Applied to terrorism, the terrorist act is a form of “displacement,” an argument which wears its Freudian or psychoanalytic roots on its sleeve. Imagine that you have just lost your job. You are in a bad mood, and you come home and kick the family dog. The dog has done nothing to deserve this unkind fate, but your aggression is displaced onto the unfortunate animal. In similar fashion, the theory suggests, terrorism is aggression displaced onto another object. The abnormal personalities of terrorists stemming from their personal frustration with their own lives, it is argued, lead them to engage in acts of extreme violence against others.

Frustration of one’s goals does seem to play an obvious role in terrorist activity, especially where the political makeup of the state allows no other outlet for “normal” political activity. Moreover, there is some support for this approach in the literature. A famous study of terrorists in 1981 in what was then West Germany, for instance, found that many of the subjects had experienced personal difficulties in their earlier life. About one-quarter, the study found, had lost a parent in their childhood years. It is plausible to assume that losing a parent creates resentment or a sense of inadequacy which needs some sort of outlet. Since most children have two living parents, being a child with only one might be one way in which frustration towards the outside world develops. Nevertheless, there are difficulties involved when moving from the individual level, the level at which frustration-aggression theory operates, to the social or group one. This is because—as we saw in Chapter 6—groups are not simply aggregations of individuals; frequently, the group dynamic exerts its own impact on behavior, altering the decisions that an individual might make alone. This is also a problem that besets the next two approaches we will examine here.

Narcissism–Aggression Theory

The term “narcissist” comes from the Greek legend of Narcissus, a beautiful youth who is said to have fallen in love with his own reflected image. There is probably a little bit of narcissism—or at least vanity—in all of us, since it plays a role in maintaining self-esteem. Some scholars, however—most notably Richard Pearlstein in his The Mind of the Political Terrorist, John Crayton and Jerrold Post—have suggested that narcissism in its extreme form provides a plausible explanation for terrorist activity. The narcissist is deeply convinced of his or her own importance and significance in the world. Unfortunately for such individuals, their exalted self-image is very often not shared by others. According to this theory, this can produce narcissistic rage and aggression. As Hudson puts it:
Basically, if primary narcissism in the form of the “grandiose self” is not neutralized by reality testing, the grandiose self produces individuals who are sociopathic, arrogant, and lacking in regard for others. Similarly, if the psychological form of the “idealized parental ego” is not neutralized by reality testing, it can produce a condition of helpless defeatism, and narcissistic defeat can lead to reactions of rage and a wish to destroy the source of narcissistic injury.8

Again, there is some evidence to support this claim. The 1981 West German study sparked interest in this theory, since in addition to the findings already noted, supporters of the narcissistic rage theory found evidence that many of the terrorists had experienced major setbacks in their personal lives (for instance, performing poorly at school). Analysts like Post conclude that terrorism results from the rage and damage to self-esteem that such failure induces.

**Psychoanalytic/Freudian Accounts**

While the previous two theories are derived from psychoanalytic roots, other (rather “purer”) forms of this approach have been offered in the literature as explanations of terrorism. As we have already seen in previous chapters, Freud argued that humans are motivated by a variety of motives of which they are often unaware themselves (they are “unconscious”). These desires are often repressed because they are socially unacceptable. One of these is the Oedipal complex, a stage of psychosexual development which Freud identified in childhood where the child comes to see the father as an adversary and competitor for the mother’s love. When this conflict is not successfully resolved, it can lead to various problems in later life.

In his analysis of the terrorists Hans-Joachim Klein and Carlos the Jackal, Konrad Kellen argues that conscious or unconscious hatred of the father led each to rebel against authority or “father figures,” ultimately by violence. Less consciously, their turn to terrorism was merely the externalization into public life of this private struggle (an argument which recalls in some ways Lasswell’s famous characterization of the “political personality” in general).9 Other followers of Freud such as Eric Erikson have developed “negative identity” theory, in which unresolved personal struggles and the failure to integrate one’s personality lead to profound psychological difficulties in later life. Jeanne Knutson applies this approach in her analysis of a Croatian terrorist who, in Hudson’s words,

was disappointed by the failure of his aspiration to attain a university education, and as a result assumed a negative identity by becoming a terrorist.
Negative identity involves a vindictive rejection of the role regarded as desirable and proper by an individual’s family and community.¹⁰

This approach sounds like frustration–aggression theory, and there is a point at which these various (very similar) theories blend into one another.

Problems With These Theories

As appealing as they may seem initially, there are various problems with all of these theories as explanations of terrorist activity, and in recent years the value of psychoanalytic and other personality-based approaches to understanding the psychology of terrorism has increasingly been called into question.¹¹ One issue already noted relates to the questionable “leap” that must be made when moving from the analysis of particular individuals to the level of the group. Another issue relates to the fact that all of the above theories have pretty much fallen out of favor within the broader study of psychology. If they are no longer considered credible by many psychologists, why does their use persist within the study of terrorism and social science generally? While we should not automatically question their value of this ground alone—after all, the fate of academic theories rises and falls over time—there are still other, more practical reasons why many who study the psychology of terrorism have become discontented with these approaches.

The first has to do with the problem of psychological reductionism we have encountered before in work such as that of James David Barber: the temptation to reduce complex social and political phenomena to oversimplified psychological formulae. Advocates of all of these theories may themselves be academic victims of what supporters of attribution theory (as we saw in Chapter 9) term the fundamental attribution error. Readers will recall that this involves the tendency to overestimate the extent to which the behavior of the “other”—in this case, terrorists—is shaped by their dispositions rather than the circumstances they face.

A second problem common to all these theories is that they strongly suggest that terrorists are somehow mentally “abnormal.” These theories assume that “abnormal acts” are necessarily carried out by “abnormal individuals.” Like an increasing number of terrorist experts, however, Horgan and others strongly reject a mental disorder approach; though we lack sufficient access to real terrorists to make reliable diagnoses, what evidence we have suggests that most terrorists are psychologically normal and certainly not insane. Horgan argues that while psychoanalytic approaches uniformly stress the role of psychopathy in shaping the personality of terrorists, “there is poor evidence for the principle that psychopathy is an element of the psychology of terrorist organizations.”¹²
Similarly, Andrew Silke suggests that writers who claim that terrorists are in some way psychologically “abnormal” have usually had the least amount of contact with actual terrorists, while those who argue the opposite tend to have had considerable interaction with terrorists. This makes sense when we think about it; since terrorist organizations rely on a high degree of organization, secrecy, and self-discipline, they appear to weed out insane individuals who might jeopardize these requirements.

Third—in related vein to the second problem—the evidence that a single “terrorist personality” exists must be regarded as exceptionally weak. Horgan regards the methodological approaches of those who claim to have uncovered such a single personality as “pitiful.” What studies there have been on this issue come to different conclusions (e.g. the West German study), and much research has found that terrorists in fact display no special character traits that distinguish them consistently from “ordinary” members of the population. The competing diagnoses and results that emerged from that study in and of themselves seem to undermine the claims made by the various theories. On the other hand, we do have evidence that many terrorists frequently find it difficult to kill and that their victims are incidental to the ends they are attempting to pursue.

A fourth problem—which is perhaps clearest in the case of narcissism-aggression theory—is that they may be victims of what social scientists call the “fallacy of composition.” This is the failure to study the broader population in which a group is situated, and a tendency to obsess on the characteristics of the group itself. Narcissism, for instance, is probably rather common within the general population, but not all narcissists adopt the lifestyle of the terrorist, by any means. Rex Hudson, for instance, notes that many of the traits attributed to terrorists as causes of their activities are also present within the general population. Narcissists seem especially unlikely to become suicide terrorists, for one thing. Hudson also questions whether terrorism is really the result of narcissistic rage stemming from personal failure, noting that the theory “appears to be contradicted by the increasing number of terrorists who are well-educated professionals, such as chemists, engineers, and physicists.” This is also a major problem for other theories which argue that terrorism is the externalization of frustration in one’s personal life, such as frustration-aggression theory. Clearly, something else must be at work in the process of becoming a terrorist that goes beyond any simple personality trait.

Finally, the obsession with personality downplays what is arguably the most powerful terrorist motivation: ideology. What all terrorists share is a commitment to some political goal, be it religious, nationalistic, or economic in nature. The beliefs of individual terrorists may be far more important than the so far rather fruitless search for a single terrorist personality. A focus on beliefs, moreover, is dispositionist in nature—this is a criticism from within the dispositionist
camp, not outside it—and so perhaps what is wrong with the existing literature is not its focus on the individual per se, but a focus on the wrong attributes of that individual. We will expand on this point in a moment.

**Situational Factors**

After an atrocity like the destruction of the World Trade Center in New York City on September 11, 2001, the Madrid train bombing on March 11, 2004, or the London Underground bombings on July 7, 2005, there is a natural and very human tendency to believe that the perpetrators of such acts must be insane or “unhinged” in some way; surely no one who is psychologically similar to the rest of us—no one whom a psychiatrist could plausible diagnose as “sane”—could bring themselves to be responsible for such an action. Such a view of terrorism is reinforced by television images of finger-wagging fanatics such as Osama Bin Laden whose cause seems incomprehensible to many Westerners, and by images of individuals such as “Unabomber” Theodore Kaczynski, whose unkempt appearance, lifestyle, and actions suggested that he was suffering from mental abnormalities. Equally, we are often quite surprised by images of terrorists who look like perfectly normal, average members of society. Timothy McVeigh, for instance, played a key role in the Oklahoma City bombing of 1995—for which he was later executed—but media images showed McVeigh to be a clean-cut, smiling “boy next door,” the very opposite of Kaczynski. It is tempting to conclude, as noted above, that highly abnormal actions must be committed by highly abnormal individuals. But there are various reasons to cast doubt on this conclusion beyond those we have already discussed.

One reason is that the literature on other forms of political extremism that we have discussed in earlier chapters—especially that on the psychology of genocide—suggests that situational forces can compel us to behave in ways contrary to our own professed values. “Ordinary” or “banal men” such as Adolf Eichmann were responsible for appalling atrocities. If psychologically normal individuals are quite capable of committing such actions, it should come as no surprise that equally normal individuals might be capable of committing similarly outrageous atrocities in the name of some ideological cause, given the right social inducements. Those who committed the outrages at Abu Ghraib were similarly normal in a psychological sense, as were the subjects in the Stanford experiment. Philip Zimbardo’s analysis of the psychology of evil in *The Lucifer Effect*, though not an analysis of terrorism itself, does suggest that there is an exceptionally thin line between right and wrong, a line that most of us are capable of crossing far more readily that we usually assume.

A second reason to push the analysis towards situationism is that we have some evidence that many terrorists feel that they *have no choice* but to commit
terrorist acts. They feel trapped, in other words, by the situation they face, and compelled to resort to political violence to achieve their objectives. Taylor and Quayle found in interviews with actual terrorists that what they all have in common is that they see themselves as acting in self-defense against an enemy, and that they commonly feel that violence is “an inevitable response” to that external threat. Of course, such individuals may have fallen prey to the opposite side of the fundamental attribution error: overestimating the extent to which one’s own actions derive from the demands of the situation. Nevertheless, it is plausible to argue that in at least some circumstances, there are few alternatives available. In repressive political systems in particular, terrorism may in fact be the sole course of action available to those who seek change. The ruthless suppression of human rights in Saudi Arabia, for instance, leaves no practical outlet for dissent but political violence. As Fareed Zakaria asks, who is there for young people to admire in Saudi Arabia today? A corrupt, bloated monarchy that has squandered the nation’s oil wealth, or someone who has given up everything—including a massive family fortune—for his vision? In a profoundly repressive society, hero figures are in short supply, but for many young radicals Bin Laden constitutes a far more appealing role model—and his methods seem more attractive—than anything else on offer.

Bjorgo provides a long list of situational factors which have been identified as “root causes” of terrorism:

- Lack of democracy, civil liberties and the rule of law
- Failed or weak states
- Rapid modernization
- Extremist ideologies of a secular or religious nature
- Historical antecedents of political violence, civil wars, revolutions, dictatorships, or occupation
- Hegemony and inequality of power
- Illegitimate or corrupt governments
- Powerful external actors upholding illegitimate governments
- Repression by foreign occupation or by colonial powers
- The experience of discrimination on the basis of ethnic or religious origins
- Failure or unwillingness by the state to integrate dissident groups or emerging social classes
- The experience of social injustice
- The presence of charismatic ideological leaders
- Triggering events.

Inevitably, some of these factors probably have more impact than others. Just as dispositions cannot be the whole story about terrorist activity, moreover, so
situational explanations can only explain so much. Taking economic factors as an example, it is clear that situational factors alone are insufficient to explain why people resort to terrorist activity. It has often been noted that Wahabbi radicalism—an especially austere form of Islamism to which Bin Laden subscribes—for instance, is strongest in the oil-rich state of Saudi Arabia. If poverty is the leading cause of terrorism, why have the United States and other Western states not been attacked by individuals from impoverished sub-Saharan Africa? As Zakaria notes,

in fact the breeding grounds of terror have been places that have seen the greatest influxes of wealth over the last thirty years. Of the nineteen hijackers on the four planes used in the September 11 attacks, fifteen were from Saudi Arabia, the world’s largest petroleum exporter. It is unlikely that poverty was at the heart of their anger.21

While some terrorist groups harbor grievances that are economic in nature, that is certainly not the case with al-Qaeda, whose concerns are obviously more religious and political than they are economic. Moreover, why do only some individuals who face harsh situations respond to these in violent fashion, while others seem to accept them as an inevitable part of their fate?

Also, while all terrorist organizations have grievances that they use to justify and legitimize the use of political violence, it is true that terrorist groups frequently change those grievances over time. As Horgan puts it:

We know that terrorism can be, and often is, based on imagined or “virtual grievances”, and whatever perceived “real” grievances are identified as having existed at one time or another, terrorist organizations can be remarkably adept at changing the identity and nature of such grievances, all the while presenting them in a positive light when frequently attached to other publicized plights.22

The grievances listed by Osama Bin Laden provide a case in point. While his videotaped statements originally and rather prominently claimed that the presence of U.S. troops in Saudi Arabia was an insult to Islam, the withdrawal of those troops did not lead to any appreciable change in al-Qaeda’s public positions or strategies; this simply produced an emphasis on the organization’s other grievances against the United States. The broader point is that terrorist groups are not simply passive bodies that emerge in response to some situational factor in the environment; they frequently change and adapt even as an original grievance diminishes.
Horgan’s Process Model

The earlier points about the weaknesses of existing dispositionist theories and the problems of equally simplistic situationist arguments have prompted John Horgan to begin to develop an approach that recognizes the contributions of both camps, a framework he calls the process model. We need to understand both the situations that provide the general preconditions for terrorism and the dispositions that make particular individuals susceptible to react to these situations by joining terrorist groups, he argues.

For Horgan, the kind of situational forces listed above are merely preconditions for the emergence of terrorist activity; in other words, they are necessary but not sufficient for terrorism to occur. For this to happen, these general factors have to interact with certain dispositions already present in the individual. “It can be misleading to attempt to identify the presence of unifying catalysts events as unambiguous ‘push’ factors,” he notes. “It might be more useful to attempt to examine how and why specific people are individually affected and experience those events in ways that act as a catalyst towards increased involvement.”

Horgan admits that finding what these individual-level factors are is a difficult task, and that we lack sufficient research on some aspects of the terrorist recruitment process to give definitive answers to this question. Nevertheless, he suggests that the process of becoming a terrorist is typically an incremental one—involving a series of small steps—and that a number of factors are probably critical to the process. These include: the individual’s susceptibility to the positive rewards that membership of a terrorist group brings (membership of Hamas, for instance, is socially prestigious, and suicide bombers in the West Bank attain greater status after death); membership in a group of this kind brings the comfort of community and ideological solidarity with like-minded individuals; respect for “role models” such as Abdullah Azzam or Bin Laden may lead Islamic radicals to take the step into terrorist activity; social pressure from the community and even positive conscription may play a role; and approval from a significant other, particularly a wife or husband, may have an impact. Determining what makes particular individuals more susceptible than others is difficult, Horgan notes, but an individual’s existing beliefs, socialization, life experiences, and sense of dissatisfaction with life and ability to imagine alternatives all probably play a role. Clearly, however, we need far more appreciation than we currently possess of the group dynamics and social forces that lead particular individuals to take the individual-level decision to join a terrorist organization, and more understanding of what makes some individuals take this route rather than others. Our ability to answer these questions, sadly, remains rather primitive.
The “Mystery” of Suicide Terrorism

Suicide terrorism may be defined relatively simply, though broad and narrow definitions already exist in the literature. “Suicide terrorism includes a diversity of violent actions perpetrated by people who are aware that the odds they will return alive are close to zero,” Ami Pedahzur notes in quite a broad definition. Assaf Moghadam more restrictively defines it “as an operational method in which the very success of the attack is dependent upon the death of the perpetrator,” noting that “such a definition excludes from the present discussion all attacks in which the perpetrator had a high likelihood, yet no certainty, of dying in the course of the attack.” Since the second meaning is the more conventional one, we will adopt it here, though the basic issues will remain the same in any case.

Although the tactic itself is very old indeed, the practice of suicide bombing is more recent, and is generally agreed to have taken off in the early 1980s, especially after the 1983 bombing of the U.S. embassy and its marine barracks in Beirut. Like the systematic study of the broader topic of terrorism, the study of suicide terrorism is really only beginning to get off the ground, but we have seen a number of books come out in recent years that address this topic from at least a partially psychological angle. In the last few years a slew of documentaries have appeared on this topic as well, with titles like The Cult of the Suicide Bomber, Inside The Mind of a Suicide Bomber, and Suicide Killers, all attempting (albeit with varying degrees of success) to probe the central causes behind the phenomenon.

Robert Pape disputes the notion that there is any inherent connection between suicide terrorism and radical Islamism, a connection that many people have instinctively drawn after 9/11. Though al-Qaeda is of course one of the groups which has and continues to practice suicide terror tactics, Pape—who has compiled a database of suicide terror attacks from 1980 to 2003, a total of 315 attacks in all—notes that most suicide attacks (at least historically speaking) have been secular in inspiration rather than religious:

The data show that there is little connection between suicide terrorism and Islamic fundamentalism, or any one of the world’s religions. In fact, the leading instigators of suicide attacks are the Tamil-Tigers in Sri Lanka, a Marxist-Leninist group whose members are from Hindu families but are adamantly opposed to religion [. . . .] Rather, what nearly all suicide terrorist attacks have in common is a specific secular and strategic goal; to compel modern democracies to withdraw military forces from territory that the terrorists consider to be their homeland. Religion is rarely the root cause, although it is often used as a tool by terrorist organizations.
in recruiting and in other efforts in service of the broader strategic objective.\textsuperscript{27}

How, though, are we to explain such a widespread practice? The phenomenon of suicide terrorism poses a “mystery” for practically all the psychological perspectives we have examined in this book. Killing oneself in order to further a cause seems outside the bounds even of “bounded rationality,” but it poses difficulties for two perspectives in particular. First of all, those biopolitical perspectives that emphasize what Richard Dawkins famously referred to as “the selfish gene”—an approach which will be discussed in more detail in the next chapter—find it especially difficult to account for suicide terrorism. Rushton subscribes to “genetic similarity theory”—the theory that altruism towards others on a similar genetic makeup has evolved to help replicate the gene pool—and argues that “people have evolved a ‘cognitive module’ for altruistic self-sacrifice that benefits their gene pool. In an ultimate rather than proximate sense, suicide bombing can be viewed as a strategy to increase inclusive fitness.”\textsuperscript{28} Why would the evolutionary impulse to propagate one’s genes lead to a decision to destroy one’s own genetic makeup, however? And since the primary purpose of such techniques is to send a political message to the adversary, how does the killing of others help spread one’s gene pool?

The renowned terrorism expert Martha Crenshaw has suggested that much terrorist behavior can be interpreted as a rational, instrumental response to the situation faced and is made explicable by cost–benefit analysis.\textsuperscript{29} Nevertheless, suicide terrorism presents a profound challenge to \textit{Homo economicus} or rational choice, for why would a rational, utility-maximizing individual choose to destroy one’s own life? Mohammed Hafez, for instance, has noted the profound limitations of rationalist explanations in accounting for this phenomenon.\textsuperscript{30} On the one hand, he notes, one can construct perfectly plausible, believable reasons why bodies like al-Qaeda and the Tamil Tigers would utilize such techniques—suicide attacks constitute relatively inexpensive “smart bombs,” for instance—but all of these explanations work at the organizational level. They provide “rational” reasons why an organization would want its members to commit such acts. On the other hand, they do not explain why particular individuals would want to do this. Indeed, classic rational actor models suggest that individuals will choose to “free ride” if they can derive the same benefits from not doing something as they would from acting. As we noted early in this book, the \textit{Homo economicus} approach stresses the position that individuals select that option that maximizes benefits relative to costs. Organizational benefits are not enough; the personal benefits to the suicide must be seen to outweigh the costs of “martyrdom.”

One way out of this conundrum is to assume that the individual believes that
his or her life will not actually “end,” but that there will be heavenly rewards for the action that ultimately outweigh the costs. This of course only works for those who hold such beliefs, and as we have noted already, most suicide terrorists do not. On the other hand, this seems to work for radical Islamists, but it calls into question the whole utility of the term “rationality.” We preserve the shell of instrumental rationality, but in a way that renders anything rational that an individual happens to believe. Thus Hitler’s slaughter of the Jews would be regarded as “rational” in this instrumental sense because it served his belief system; to his way of thinking, the benefits far outweighed the costs. This merely raises the question of how a supposedly rational individual could come to assess costs and benefits in such a bizarre way, something only Homo psychologicus can tell us much about.

Another way out of the problem, Hafez notes, is to transfer the benefits onto family members: financial benefits and social prestige for one’s family, plus one’s own status as a martyr after one’s death, are defined as benefits, so that benefits can outweigh costs through this alternative route instead. But for one thing this ignores the significant costs imposed on the martyr’s family after the suicide attack. Family members are frequently interrogated and even arrested afterwards. As Hafez notes, however, for Islamic bombers the motivation for suicide must be “pure;” suicides motivated by financial considerations or fame after death are regarded as suicide, plain and simple, and punishable by eternal damnation.

An even more telling critique, though, is the one we have adopted all along in this book; there is simply no compelling evidence that suggests that people make detailed cost–benefit calculations of this kind in any sphere of political behavior, a fact which rational choice theorists of the “let’s-assume-as-if” variety readily concede. It seems far more likely, as Hafez notes, that cultural, symbolic, and religious explanations account for this form of behavior or that the practical desire to remove foreign military forces (emphasized by Pape) is most critical. Assuming that people do make such cost–benefit calculations merely poses the issue of how individuals come to hold the beliefs that drive their reasoning. Moreover, realistic cognitive and affective theories, based on the ways that we know human beings actually reason, seem far more likely to yield useable insights.

If neither of these approaches seems useful in accounting for suicide terrorism, what does explain the phenomenon? As with terrorism in general, we probably need to avoid simplistic dispositionist explanations which attribute all suicidal terrorist behavior to psychopathy or other personality traits, especially theories which have been found wanting within the larger literature on terrorism. In this regard Assaf Moghadam has devised what is probably the best—that is, most inclusive and comprehensive—framework for understanding suicide
terrorism to date. In order to satisfactorily explain suicide terrorism, we require a “multi-causal approach,” Moghadam maintains, since any suicide attack is the result of variables at three levels: the individual level, the organizational level, and the environmental level.

The first level corresponds to dispositional factors, the second to immediate situational factors and the third to more distant sociocultural, economic, and political situational forces. Beginning with the individual level, Moghadam argues that most suicide bombers are likely to have a variety of motives for their actions. While he notes that some commentators have stressed the psychopathy of suicide bombers—in an approach similar to those with which we began this chapter Vamik Volkan, for instance, contends that humiliation in early life leads to the development of “abnormal” personalities—Moghadam sides with the more general consensus in the literature and notes in particular that many suicide bombers are motivated by the emotion of revenge (often after having lost a loved one or deriving from a sense of outrage at societal injustices). This is especially the case with both Chechen and Palestinian suicide bombers. In religious cases, the motive of reward in the afterlife can be important, but not of course in the secular circumstances which Pape has noted are actually more common. Often, a broader sense of duty is the motivating factor. As Hafez has noted, suicide bombing may derive from “a duty to one’s own values, family, friends, community, or religion. Failure to act, consequently, is perceived as betrayal of one’s ideals, loved ones, country, God, or sense of manhood.”

Such motives and perceptions, of course, have to come from somewhere, and it seems rather obvious in the case of suicide bombing that they derive from broader situational circumstances. As Moghadam notes, “terrorist acts are rarely carried out by individuals acting on their own, but by individuals who are members of organizations, groups, or cells attached to a larger network.” The suicide bomber needs technical expertise, financial aid, social support, assistance with planning, and so on. The immediate organizational level is also important because as we have seen already, organizational and individual motives can and do differ. Organizations and their leaders may feel that the costs of suicide tactics are low, or may adopt such approaches because others have failed, because they enhance the power and visibility of the organization, or perhaps most of all because suicide attacks are highly reported events within international media such as CNN, drawing global attention to a group’s cause.

Finally, the environmental level provides the general conditions that give rise to terrorism, including that of the suicide variety (see the list by Tore Bjorgo above for a sense of the sheer range of such factors). As Moghadam notes, the force of particular historical, economic, social, and political forces will obviously vary according to the situation, but there is a tendency to overestimate the impact of simple economic factors as already noted. A similar
point can be made about the political context. We should recognize that just as not all poor nations produce legions of terrorists, so “not all societies under occupation have produced suicide bombers, or else we would need to add Tibetans, Kosovars, Cambodians and other occupied and recently occupied groups to the growing list of suicide bombers.” Cultural and religious forces may also act to prevent suicide bombing, something which is underappreciated by most commentators. Buddhist monks in South Vietnam famously protested the oppressive regime of No Dinh Diem by burning themselves to death, a symbolic protest that self-consciously avoided causing the deaths of others. Nevertheless, it is clear that in many other cases, the religious and political context does directly give rise to societal conflict and has eventually led to suicide terrorism, as in the West Bank and Chechnya. Common to all regions or nations in which suicide bombing is practiced, Moghadam notes, is a “culture of martyrdom,” a set of societal mores which either allows or encourages the taking of one’s own life as in some way noble, fearless, or heroic. As with the dispositional factors, however, it is clear that situational forces on their own cannot account for suicide terrorism, and Moghadam’s great contribution is to show that suicide terrorism results from the interaction of both.

Conclusion

There is now a general consensus that terrorists—even those who take their own lives for their cause—are psychologically normal individuals rather than psychopaths; moreover, the prominence of psychoanalytical approaches within terrorist studies renders the latter something of an anachronism within contemporary social science, both because these theories stress the idea of terrorist “abnormality” and because they have been widely criticized elsewhere on both conceptual and methodological grounds. As Silke notes, “after 30 years of research all that psychologists can safely say of terrorists is that their outstanding characteristic is their normality.” Logically, however, the next step is to apply models previously utilized to understand the behavior of normal individuals in order to understand terrorist behavior. So far, this has not really been attempted in the established literature. As Martha Crenshaw notes, “cognitive psychology and the use of information-processing frameworks can provide rich insights into political behavior, including terrorism.” There is still plenty of room to apply the insights of Homo psychologicus, in other words, to the study of the psychology of terrorism.
It would be fair to say that the development of the study of international relations (IR) has been hampered by a common neglect of psychological factors. As James Goldgeier notes:

A major impediment to the development of adequate explanation and prediction in the study of international relations and foreign policy is the failure by many academics in the field to treat seriously the role of psychological factors in individual decision making and intergroup relations. Work in both of these areas has demonstrated the prevalence of systematic biases due to cognitive limitations and emotional needs. Key puzzles will remain unresolved without incorporating these insights into our analytical frameworks.¹

Studying the psychological aspects of IR is integral to the study of the subject, not least because of the limits of situational explanations.² It is not of course the case that international relations as a field has ignored psychology altogether. We have already seen (under different headings and chapters) some of the work that has been done on the psychology of foreign policy decision-making, including work on belief systems and analogical reasoning. This chapter will examine in a rather more detailed way some of the classic work that has been done in the field of international politics from a psychological angle, including the work of Robert Jervis and Richard Ned Lebow. We shall also look at an illustrative selection of some of the most innovative work being done on the psychology of IR by three increasingly prominent younger authors—Jacques Hymans, Rose McDermott, and Jonathan Mercer—and conclude with a look at Ralph White’s work on empathy, a useful corrective to what in Chapter 9 we described as the fundamental attribution error.

Mercer and McDermott’s contributions in particular draw on attribution theory. This approach—which will provide a useful hinge for this chapter, not
least because it focuses on both situational and dispositional factors—suggests that while academic observers of international relations have relied too much on situationism to explain behavior, practitioners or policy-makers have relied on it too little. In other words, while most IR theorists have generally ignored the psychological dispositions of actors—usually because they consider such explanations too “messy” and/or that they would rob their models of predictive value—most policy-makers underrate the importance of situations and the ways in which these can compel an adversary to undertake actions and express positions that do not reflect their underlying dispositions, values, or preferences.

The Situationism of International Relations Theory

Many of the established approaches to international relations work at the systemic level of analysis. While this is not the place to provide a comprehensive account of all of the various theories themselves—doing this would take, and has taken, a textbook in its own right—it is certainly true to say that neorealism, neoliberalism, world systems theory, dependency theory, and Alexander Wendt’s version of constructivism all operate at this level. In the terms that we have been using in this book, all the established theories of IR represent especially strident versions of a situationist approach. This is especially true for neorealism, which is particularly associated with its creator Kenneth Waltz. We will use neorealism here as an illustration because in many ways it represents an example of what might be termed “hyper-situationism,” though many of the same points could be made of the other theories mentioned above. Describing what neorealism constitutes should also make it clear what is meant by a “systemic level” approach to international politics.

Neorealists argue, to put it bluntly, that “situation is everything;” the individual characteristics of the state—including the characteristics of its leaders, its domestic political situation, whether it is a democracy or dictatorship, and so on—matter very little in determining what happens in international politics. Instead, they focus on the character of the international system. Quite simply, the principal determinant of a state’s behavior in the international system is where it is located within that system. For instance, neorealism contends that all superpowers are essentially alike in the sense that they tend to behave in the same way, as do all middle-range powers and all weak powers. This might not seem like such a radical claim to make, but it has some radical implications when you think about it. For one thing, the idea that “superpowers are superpowers” implies that the Cold War would still have occurred if, say, the two great powers after World War II had been the United States and France, or
the United States and Canada. According to neorealists, the same intense rivalry between the two powers would be expected had the ideological competition between the USA and the Soviet Union never existed, because international politics is ultimately not about ideas but the struggle for security.

For neorealists, what matters most if we want to explain what happens in international politics is not the domestic makeup of states or the individual psychological characteristics of those who lead them (“a state is a state,” as they see it, and all states have similar objectives), but how many powers there are in the system. They distinguish between bipolar and multipolar systems in particular, that is, between systems in which only two powers predominate and more than two (say three, four or five) exert influence. According to advocates of this theory such as John Mearsheimer, a multipolar system is actively dangerous and prone to produce conflict between states, while a bipolar system is comparatively stable and far less likely to lead to war. For this reason, Mearsheimer predicted back in 1990 that we would “soon miss the Cold War,” since the presence of only two great powers in the system during that era supposedly led to international stability.5

You may find Waltz’s theory convincing or you may not. The larger point we wish to make here, however, is that Waltz’s theory—and again, this applies to any theory of international politics working at this vague situationist level—requires some sort of account of how states know what roles they are supposed to play in the international system. Stanley Milgram (for instance) generated a theory which explained precisely why people obey situational pressures, but Waltz offers no corresponding theory as to how and why states follow the “signals” that the international system is sending, as many critics of Waltz’s theory have noted. Systemic theories of international politics commonly invoke some version of Homo economicus—the argument that a state perceives the world rationally and accurately, and therefore realizes that it is, say, a middle-range power that must not act as a superpower does. Waltz denies that he makes any such assumption, merely asserting that states that fail to recognize their “proper roles” in life decline or die out (interestingly, an argument which itself invokes Darwinism and evolutionary psychology). “Notice that the theory requires no assumptions of rationality or of constancy of will on the part of all of the actors. The theory says simply that some do relatively well, others will emulate them or fall by the wayside,” Waltz argues.6 Other systemic-level theories more commonly rely on the claim that states are rational actors, though (the neoliberalism of Robert Keohane, for instance, explicitly makes this assumption). This rational choice approach accepts the possibility that a state and its leaders may actively misperceive the nature of the situation they face, and similarly Waltz’s evolutionary argument also implicitly allows for states to misperceive the situation. Once this point is conceded, however, we are back
to square one, since we are left wondering what psychological factors cause a state and its leaders to do this.

Situationism in international relations takes a variety of other forms as well, as Martin Hollis and Steve Smith suggest, for anything above the level of the individual dispositions is situational. We can conceive of these different kinds of approach as akin to a Russian doll, in which opening up one structure gives rise to a smaller one. When we open up the international system, we find states. When we open up the state, we find bureaucracies. Opening up bureaucracies, we find groups, another situational level. It is only when we consider the contents of groups that we confront individuals and dispositions, however. Moving from the international system down the ladder of analysis to less general forms of situation that shape behavior, other situationist theories include those that focus on the societal environment, such as the democratic peace thesis, and those that deal more immediately with the ways that organizational and bureaucratic constraints shape and limit foreign policy behavior. Within the latter category, the work of Graham Allison has been especially influential, particularly his now classic work with Philip Zelikow *Essence of Decision.* And as we have already seen, group pressures constitute yet another situational level.

Like Waltz, Allison explains the behavior of leaders situationally and dispense with psychological considerations, but there most similarities end. In their approach—commonly referred to in the literature as the *bureaucratic politics theory*—the behavior of decision-makers is mostly (though not exclusively) determined by parochial positions within the bureaucracy. The aphorism “where you stand depends on where you sit,” variously attributed to Rufus Miles and Don Price, captures this position especially well. According to this, the views of those who occupy bureaucratic positions are significantly colored by the organizational outlook and mission of the bodies they work for. Secretaries of state tend to argue for negotiation and diplomacy, for instance, because this is what the State Department “does;” defense secretaries tend to argue for conventional military solutions; meanwhile, representatives of the CIA tend to advocate covert operations.

Unfortunately, this aspect of Allison and Zelikow’s model has not fared well in recent years, not least because it neglects the force of existing beliefs, personalities, and other values. When Colin Powell was chairman of the Joint Chiefs during the first Persian Gulf War, he was the last holdout against U.S. military intervention, while Secretary of State Dean Rusk was very much for escalating American military involvement in Vietnam; in both cases, their philosophical positions were highly inconsistent with their bureaucratic roles. As a variety of critics have noted, bureaucratic position or “situation” is a far less accurate predictor of foreign policy views than are the existing dispositions.
of leaders. The approach clearly works sometimes—as when Colin Powell quietly opposed the 2003 invasion of Iraq, arguing for continued diplomacy—but when it does seem to “explain” behavior, it often seems to do so only by coincidence or happenstance, not because the theory “works” as such. To the extent that we can tell, Powell would have had strong reservations about the war regardless of the bureaucratic position he occupied.

**Misperceptions, Cold and Hot**

As Brian Ripley notes, a number of classic works compete for the title of “seminal work” in the psychological study of international politics and foreign policy. The first attempt to apply the insights of psychology to international relations was Snyder, Bruck, and Sapin’s *Foreign Policy Decision-Making*, which first introduced the notion that individuals play an important role in shaping foreign policy decisions. Another classic work that appeared some years later was Joseph de Rivera’s *The Psychological Dimension of Foreign Policy*, which applied some of the insights of social psychology to foreign policy analysis. Important though these initial efforts were, however, the scholar who has arguably done most to convince international relations scholars to incorporate the insights of psychology into their work has been Robert Jervis.

In his path-breaking book, *Perception and Misperception in International Politics*—first published in the mid-1970s—Robert Jervis thrust psychology onto the center stage of international relations. Drawing primarily on cognitive consistency theory, Jervis placed the analytical emphasis on leaders and their characteristics. Beginning with a compelling argument that strongly suggested that situationist arguments were by themselves insufficient to explain the decisions that leaders reach—and hence what “goes on” in international politics—Jervis examined the ways in which political leaders commonly misinterpret the signals that other leaders intend to send and other ways in which our existing dispositions affect our decision-making.

As we have seen already, human beings have a tendency to interpret evidence in a way that comports with existing beliefs, and to disregard information which does not. As Jervis puts it:

This means not only that when a statesman has developed a certain image of another country he will maintain that view in the face of large amounts of discrepant information, but also that the general expectations and rules entertained by the statesman about the links between other states’ situations and characteristics on the one hand and their foreign policy intentions on the other influence the images of others that we will come to
Thus western statesmen will be quicker to see another state as aggressive if a dictator has just come to power in it than if it is a stable democracy. 13

Jervis provides a large number of examples in which prior beliefs affected the perceptions of the actors. Prior expectations, he notes, critically affect what we “see.” For example, during World War II British aircraft bombed their own battleship (the *Sheffield*) by mistake. 14 The reason was that they were expecting to be confronted by the German ship *Bismarck*, which was actually what they were looking for. Ironically, the two ships did not even resemble one another and the flight crews were quite familiar with the British ship, but the expectation proved powerful enough to result in a disastrous misperception (the same psychological phenomenon is undoubtedly behind the many “friendly fire” incidents witnessed during the first Persian Gulf War and in the current U.S. war in Iraq). Jervis also highlights the importance of analogical reasoning and the ways in which leaders may “overlearn” the lessons of an event such as the 1938 Munich conference, the seminal event in the appeasement of Adolf Hitler prior to World War II. “The only thing as important for a nation as its revolution is its last major war,” Jervis notes. 15

Another important study published only a few years after Jervis’s seminal work was Richard Ned Lebow’s *Between Peace and War*. 16 While not discounting the role played by cold cognitive processes, Lebow argues that an equal or perhaps greater role in generating misperceptions is played by hot, motivated, or emotional factors, such as wishful thinking, guilt, shame, and anxiety. He examines twenty-six crises—situations which escalated into war and cases where war seemed likely but was averted—spanning a period of seventy years. He focuses in particular on Fashoda (1898), the July crisis (1914), Munich (1938), Korea (1950), the Sino-Indian dispute (1962), and the Cuban missile crisis from the same year. Balancing the theoretical drive of the political scientist with the historian’s nuanced instinct for detail, Lebow highlights the cognitive and motivational forces that inhibit policy learning, and he uses the case studies to develop a typology of different crisis types. One way in which war can occur, for instance, is through a “justification of hostility” type of crisis, where a leader challenged domestically initiates war in order to mobilize support at home. As Lebow puts it,

justification of hostility crises are unique in that leaders of the initiating action make a decision for war before the crisis commences. The purpose of the crisis is not to force an accommodation but to provide a *casus belli* for war. Initiators of such crises invariably attempt to make their adversary appear responsible for the war. By doing so they attempt to mobilize
support for themselves, both at home and abroad and to undercut support for their adversary.17

Some Recent Innovations

We have already seen some of the innovative work that has been done within the psychological study of foreign policy decision-making in the areas of cognition, personality, group behavior, and leadership in general, and the reader is referred back to Chapters 6–10 in particular. Summarizing all of the other notable work done in this area would be an impossibility, but instead of attempting this I will examine three recent innovations—on the psychology of nuclear proliferation, risk-taking, and deterrence respectively—which in the author’s view have been especially significant, concluding with some rather older insights about the psychology of international relations which have recently received renewed attention.

The Psychology of Nuclear Proliferation

One of the leading concerns of policy-makers in the post-Cold War era has been the concern that so-called “rogue states” and terrorist groups might acquire and then use nuclear weapons. North Korea (which by most accounts already possesses nuclear weapons) and Iran have been countries of particular concern for Western policy-makers, especially in the United States. Until recently, however, much of the literature on nuclear proliferation has been largely normative—“we should prevent state A from developing a nuclear capacity”—or technical in nature. What explains why some states decide to “go nuclear” while others do not, though? Clearly, situationism alone cannot explain this puzzle, since a large variety of states have access to nuclear technology, but only relatively few choose to go nuclear. The answer, then, must have something to do with the dispositions of states and their leaders. In a highly innovative use of the psychological literature on international relations, Jacques Hymans has produced an interesting theory that seeks to explain the puzzle in these terms.18

To explain why some states go nuclear while others do not, Hymans develops the useful idea of national identity conceptions (NICs). We have already seen how social identity theory can be used to explain conflicts between groups; the NIC, however, is not a shared or social conception of identity but an idiosyncratic, individual-level factor that varies by leader. In other words, different leaders within the same state can hold markedly different conceptions about their own nation. More specifically, a leader’s NIC refers to “his or her sense of what the nation naturally stands for and of how high it naturally stands
in comparison to others.” Taking this further, Hymans distinguishes between conceptions of solidarity and status. Within the first dimension—while all leaders tend to see their own state in “us versus them” terms—some see this in black-and-white or oppositional terms, while others adopt what Hymans calls a more “transcendent” identity. This is another way of saying that some leaders sense a kind of common humanity or destiny with others, while others do not. Within the second dimension, meanwhile, some leaders see their own state as superior to or the equal of, other states, while others view their states as “below” or subordinate to others in status. Putting these two dimensions together yields a two-by-two table (see Table 16.1 below).

Hymans hypothesizes that nuclear proliferation will occur solely under the leadership of “oppositional nationalists,” where a stark us-versus-them conception is combined with the perception of state superiority. To test this theory, he examines four cases, two of which (France and India) took the decision to go nuclear and two of which (Australia and Argentina) decided after much deliberation against doing this. Before 1972, Australia had set out to develop a nuclear weapons program under its then Prime Minister John Gorton, characterized by Hymans as an “oppositional nationalist.” When Gough Whitlam took over in 1972, however, he reversed his predecessor’s nuclear strategy, a decision which Hymans traces to Whitlam’s lesser concern about Chinese intentions in general, and more specifically to his psychological beliefs as a “sportsmanlike subaltern.”

No theoretical framework can explain everything, of course, and it is possible that some cases that Hymans does not examine might not “fit” the argument. Nevertheless, as Robert Jervis notes, this argument gains much of its power from showing that it was not “France” that chose nuclear weapons and “Australia” that did not, but rather that leaders in these countries fell into different places in his four-fold table developed from the two dimensions, and that the fact—often an accidental fact—of

**Table 16.1 Solidarity and Status dimensions**

<table>
<thead>
<tr>
<th>Solidarity dimensions</th>
<th>Us and them (nested)</th>
<th>Us against them</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Status dimensions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>We are naturally their equals if not their superiors</td>
<td>Sportsmanlike nationalist</td>
<td>Oppositional nationalist</td>
</tr>
<tr>
<td>We are naturally below them</td>
<td>Sportsmanlike subaltern</td>
<td>Oppositional subaltern</td>
</tr>
</tbody>
</table>

who was in power at key points determined what the country would do. This is not to deny that the country’s situation and shared intellectual and cultural characteristics shape national policy, but only that there is almost always room for individual choice.  

One of the most pressing issues in the latter years of the Bush administration was a deep concern that Iran was developing a nuclear capability. Iranian President Mahmoud Ahmadinejad has said that “we will not retreat even one iota from our nuclear rights [. . .] today Iran is a nuclear country and nuclear knowledge and nuclear science is in the brains of our scientists.” It is interesting, therefore, to consider how Hymans’ theory might be applied to that case, and Ted Reynolds has examined this question in an interesting paper. He acknowledges that Hymans’ model becomes difficult to use “when considering cases of proliferation where the decision-making process is diffused or data regarding the psychological profile of the leader is unavailable or obscured as a result of the closed nature of the state apparatus,” also noting that the approach is difficult to apply to non-state actors such as al-Qaeda and other terrorist organizations. Reynolds notes that Kim Il Sung and Kim Jong Il of North Korea both appear to be oppositional nationalists when one examines their public statements, as does Ahmadinejad, though it is unclear in the first case whether the statements are intended as mere propaganda and whether Ahmadinejad is in control of nuclear policy in the second instance. Nevertheless, to the extent that North Korean and Iranian leaders genuinely exhibit the characteristics of oppositional nationalism as opposed to the other three categorizations, the model predicts that their nuclear programs will grow and expand. The approach of Hymans also adds something new and interesting to our understanding of nationalism—an understanding of the role of leaders and their individualized conceptions of national identity, a topic that we examined in Chapter 13 and mostly conceive of at a group or social level.

The Psychology of Risk-Taking

When do leaders take risks in international politics? Is it a matter of personality—with some more prone to “role the dice” than others—or is it primarily a matter of the nature of the situation the leader faces? Or is it instead a matter of how one construes or perceives the situation one faces? Rose McDermott has pioneered the application of prospect theory to international relations, which provides one rather interesting answer. In essence, prospect theory—developed in the late 1970s by Daniel Kahneman and Amos Tversky—suggests that the manner in which a problem is framed has a decisive impact on the attractiveness of various options that foreign policy decision-makers
Specifically, whether we regard ourselves as operating in a “domain of gains” or a “domain of losses” determines the degree to which we will be prepared to take a risk. If we perceive ourselves as being in a loss-making situation, we are far more likely to take risks than we are if we think we are making gains. Individuals will be risk averse (that is, will avoid risky options) when dealing with gains, but they will be risk acceptant when dealing with losses.

Another way of putting this is to imagine yourself in a casino, let’s say The Palms in Las Vegas. Let’s imagine also that you’ve had a good night at Blackjack or Texas Hold ‘Em, and your pockets are full of chips that you are looking forward to converting into cash. The theory suggests that you are in a domain of gains—you are winning, in other words—and so you are unlikely to take reckless risks with the chips. For instance, you are unlikely to put the whole lot down on a single roll of the roulette wheel, when you know quite well that your chances of doubling or tripling your winnings are quite slim (though the casino, of course, would love it if you did). Put in terms of Kahneman and Tversky’s theory, you will be risk averse.

Now imagine the opposite scenario. You have had a lousy night at the tables, and you are down to your last few chips. Aside from the free drinks the waitress is serving you, you’re getting very little enjoyment out of the evening and are deeply regretting walking through the door. You are, as the theory would have it, in a domain of losses, and you recognize this all too clearly. Under these conditions, you are also likely to put everything you have on a high-risk option that promises high returns if you win but where it is correspondingly less likely that you will win. You are risk acceptant, in the terms of prospect theory, and now you are quite likely to risk everything you have on a single turn of the wheel. After all, you have a chance to recoup from the casino a fair bit of what you’ve lost.

As Robert Jervis puts it,

people are loss-averse in the sense that losses loom larger than the corresponding gains. Losing ten dollars, for example, annoys us more than gaining ten dollars gratifies us [. . .] more than the hope of gains, the specter of losses activates, energizes and drives actors, producing great (and often misguided) efforts that risk—and frequently lead to—greater losses.

In her book Risk-Taking in International Politics, Rose McDermott applies this theory to a variety of cases in foreign policy decision-making, such as the disastrous Iran hostage rescue mission of 1980, decisions about whether to admit the Shah of Iran to the United States, the U-2 crisis, and the Suez crisis.
President Jimmy Carter perceived himself (not unreasonably) as being in a domain of losses by March/April of 1980, and this made him more risk acceptant than he would otherwise have been. Carter’s personal popularity was in free fall, he had just lost two presidential primaries to Senator Edward Kennedy and negotiations to get the hostages out by peaceful means seemed to have run aground. “By the time of the rescue mission,” McDermott argues,

Carter was a leader ready to take a gamble to return things to the status quo, with the hostages safely at home, national pride and international honor restored, and his political fortunes turned upward [. . .] in terms of prospect theory, he was a man operating in the domain of losses.29

Similarly, Barbara Farnham argues that prospect theory throws considerable light on Franklin Roosevelt’s decision-making during the Munich crisis of the late 1930s.30

Like any theory of political behavior, prospect theory has some drawbacks.31 Perhaps risk-taking is primarily a matter of personality rather than perception of the situation, for instance.32 It may also be that the perception of loss does not automatically lead to risk-taking in complex, real-world decision-making. Like Hymans’ theory of nuclear proliferation, it is difficult to test in some cases as well. Because what matters in the theory is not the “objective” situation, but how the individual decision-maker construes that situation—this is what makes the theory dispositionist—we cannot know for sure in at least some instances whether gain or loss was what was perceived, but must infer this from the available information. We must also infer from that information available in a given case how risky a decision-maker perceived the various choices to have been. But this is a problem that confronts any theory that seeks to reconstruct the mindsets and dispositions of decision-makers. Moreover, McDermott argues that we can ascertain all the information we need in this case, since it seems fairly apparent that Carter saw himself operating in a domain of loss by March 1980 and that he saw the rescue mission as the riskiest of the options available.

**The Psychology of Deterrence**

As we have seen already, one place where the visions provided by *Homo economicus* and *Homo psychologicus* clash most clearly is in the study of voting behavior. But there is an area where the difference of perspective they provide arguably matters even more, because it has to do with matters of life and death: deterrence theory. As Ned Lebow and Janice Stein note, the rational actor version of deterrence theory (on which a lot of international political
theorizing is based) is flawed because it relies upon assumptions which—as we have seen repeatedly in this book—human beings *depart from* in practice, for both cold cognitive and emotional reasons. The films *Doctor Strangelove* and *Fail-Safe*, both released not long after (and in large part inspired by) the Cuban missile crisis of October 1962, imagine ways in which human error might have led to a U.S. nuclear attack against the Soviet Union and then all-out nuclear war. In books like *We All Lost The Cold War*, however, Lebow and Stein critique the very assumptions on which rational deterrence theory rests, assumptions which are supposed to prevent conventional or nuclear war between superpowers through the simple operation of rational self-interest.33

Rational deterrence theory essentially assumes, as Lebow and Stein put it, that all leaders are “risk-prone gain maximizers;” in other words, rational self-interest dictates that all leaders will attempt to expand their territory at the expense of others, but that (equally) they will be constrained from doing so when the costs outweigh the benefits. As Christopher Achen and Duncan Snidal put it,

if a country knows that it is likely to lose a long nasty war in the process, it will probably not seek to press its claims against a rival. The trick is to learn the likelihood that the rival country will fight—and if it fights, how likely it is to win.34

It is thus vitally important that a state convinces its rivals that it will fight, and that it is more than capable of defeating those rivals. Some believe in this rational actor view so strongly that they *advocate* nuclear proliferation, encouraging states like Germany and Japan to acquire nuclear weapons, for instance.35 The logic of analysts like John Mearsheimer, who strongly advocates this position, is that rational deterrence is so compelling that it would lead to greater peace and stability in the world.

This theory is flawed, first of all, because not all leaders are “risk-prone gain maximizers.” Lebow and Stein argue that some leaders are—they give Hitler and Stalin as examples—but that this is relatively uncommon in international politics.36 As we saw in the previous section, moreover, risk propensity can vary with a leader’s perception of the situation. Calling into question how “rational” the deliberations of policy-makers are, moreover, they highlight cases in which leaders did act in a risk-prone, gain-maximizing way, but then entirely failed to weigh up the costs and benefits in the way that *Homo economicus* approaches suggest that they do. “Empirical analyses of deterrence failures have identified cases in which leaders calculated in accordance with the expectations of deterrence theories but acted contrary to their predictions,” they note. “These leaders estimated the expected costs of war as very high, the probability
of winning as low, and the probability that the defender would retaliate as virtually certain. Yet, they chose to challenge deterrence. They give the Japanese attack on the United States in 1941 and Egyptian leader Anwar Sadat’s attack on Israel in 1973 as examples. The strong implication of Lebow and Stein’s approach is that deterrence theory not only fails to account for the ways that real-world leaders behave, but that it is positively dangerous for our own leaders to rely on such a theory.

In a fascinating contribution to the literature, Jonathan Mercer also uses psychological theory to critique deterrence theory in an entirely novel way. In Chapter 9 we described attribution theory, and noted the prevalence of what the social psychologist Lee Ross called “the fundamental attribution error.” This refers to the human tendency, replicated in a large number of psychological studies, to attribute the cause of someone else’s behavior to their dispositions. When people see someone perform an act of kindness, we tend to assume that the person performing the act did so because he or she is kind. But this ignores the effects that situation can have on behavior. For instance, seeing someone appear somber (or even crying) at a funeral should not lead us to assume that he or she is a somber person, because the social situation demands that we appear this way (even if we didn’t much care for the deceased). Social etiquette suggests that it is appropriate to “look sad” in such situations, even if what we’re actually thinking of is the food and drink that often follows.

Mercer uses these insights to generate a new (and rather counter-intuitive) approach to reputation that runs directly counter to deterrence theory. The latter, as we have seen, suggests that it is critical for a state to send out the “right signals” if deterrence is to operate properly; if one’s rival doubts that one is credibly prepared to fight, for instance, it may well attack, rational deterrence theory suggests. It is certainly true, moreover, that at least some leaders do worry about a reputation for resolve. Lyndon Johnson, for instance, worried that if he backed down over Vietnam and let the South fall to Ho Chi Minh and the Communists, this would irreparably damage the reputation and standing of the United States among both our enemies and our allies. The former, he reasoned, would be emboldened by our failure to act, while the latter (notably the Europeans) would begin to fear that America’s commitments to them weren’t worth the paper they were written on. If we didn’t stand up to the Communists in Vietnam, we would not be able to deter the spread of global Communism because no one would take us seriously anymore. We would be dismissed as a “paper tiger.” Other U.S. presidents, from Truman to Ford, seem to have shared this concern.

Jonathan Mercer argues that these kind of concerns—which frequently lead to huge losses in blood and treasure—are often entirely misplaced, however, and his reasoning is relatively simple. Using attribution theory’s insights, he
argues that it is impossible—or at least very difficult—for enemy leaders to get a reputation for “lacking resolve.” 39 Because the fundamental attribution error (in which we attribute a rival or enemy’s behavior to dispositional causes) is so common, even behavior that is benign or non-aggressive tends to be ignored, and even when it is not we simply maintain the negative image by attributing the behavior to situational causes (as John Foster Dulles did when he dismissed signs of a desire to move toward détente on the part of the Soviets). We tend to attribute the behavior of our allies, on the other hand, to situational factors; just as enemies find it hard to get a reputation for not having resolve, allies have the opposite problem. 40 Allies, according to the theory, have a hard time getting a reputation for possessing resolve because when we view allies as acting out of necessity—from the “demands of the situation,” as it were—we find it difficult to give them credit for having a disposition toward being resolute. For instance, many observers in the United States rightly or wrongly attributed Saudi Arabia’s support for the first Persian Gulf War as stemming from the situation; faced with Saddam Hussein’s invasion of Kuwait in 1990s, the Saudis (and other Gulf states who supported the war) feared they might become the Iraqi dictator’s next victim.

**Empathy: The Antidote to Attribution Error and Other Things**

Mercer’s work suggests that policy-makers often underrate the role played by the situation in determining behavior (ironically, just the opposite problem to that generally exhibited by IR theorists). This is also—from a somewhat different angle of approach—the conclusion of Ralph White’s classic work on empathy. As White often explains, empathy is very different from sympathy, or at least each represents an opposite point along a continuum. The latter implies active approval, while the former simply entails putting oneself in the shoes of another in order to better understand his or her motives. Empathy, White notes, is “defined as a realistic understanding of the thoughts and feelings of others,” while sympathy is “defined in accordance with its Greek derivation, as feeling with others—being happy because they are or unhappy because they are—which often implies doing what one can to help them. Empathy is primarily cognitive, in the language of psychology; sympathy is affective.” 41

Empathy is important because it is, in White’s phrase, “the great corrective for all forms of war-promoting misperception.” 42 It is also a potential corrective to the fundamental attribution error, since it forces the decision-maker to appreciate the situation that the adversary is confronting. White’s work helped pioneer a rich tradition of work in the study of international relations on empathy, perception, and misperception which continues today. 43
While obviously a laudable goal for policy-makers to pursue, however, it is especially difficult to achieve under some circumstances. It is patently easier to achieve in retrospect than it is at the time, for instance, and an example from Errol Morris’s outstanding documentary film of Robert McNamara’s life, *The Fog of War*—America’s escalation of the Vietnam War—illustrates another significant problem: one has to know the adversary sufficiently well to put oneself in their shoes. By McNamara’s own admission, this was not the case with Vietnam. Lyndon Johnson and the principals in the Tuesday Lunch Group had little familiarity with the history of Vietnamese–Chinese relations; if they had, McNamara notes, they would have been far less likely to see the North Vietnamese as a mere satellite of the Chinese. Greater familiarity with the nationalist aspects of Ho Chi Minh’s thinking—as opposed to his Communist beliefs, which were fairly well understood—might equally well have discouraged a tendency to see North Vietnam as a mere puppet of the Soviets. Sadly, those who did have the capacity to empathize with Ho were largely marginalized and regarded, in James Thomson’s phrase, as “troublemakers.” Equally, most members of the Carter administration found it difficult to empathize with the students who seized the U.S. embassy in Tehran in 1979, the act that precipitated the Iran hostage crisis.

Simply stated, a major problem for Jimmy Carter and his advisers in 1979—even more so than for Johnson’s entourage in 1965—was that very little was known about the Ayatollah Khomeini and the movement he represented at the time. Members of the Carter administration, including its own Middle Eastern specialists, struggled to make sense of the Ayatollah’s actions. The threat posed by radical Islamism—or what, for want of a better phrase, has become widely but rather misleadingly known as “Islamic fundamentalism”—represented unchartered territory at the time. Lacking any cognitive compass with which to make sense of the Iranian radical, President Carter himself (quite understandably but non-empathetically) often dismissed the Ayatollah’s actions as irrational and even insane during the early days of the hostage crisis. U.S. decision-makers also did not fully appreciate the importance of history in the Middle East, and in particular the impact that the memory of 1953—the year in which the CIA helped depose the democratically elected leader Mohammed Mossadegh—continued to have on Iranian thinking.

**Conclusion**

Nevertheless, empathy with one’s adversary is possible to achieve when decision-makers consciously and deliberately make an effort to place themselves in the shoes of that adversary, and the policy-makers “know” the opponent well enough for realistic empathy to be possible. The success of *The Fog of War*...
has brought the importance of empathy with one’s adversary as a means of conflict resolution renewed attention in international relations and foreign policy, a theme echoed in McNamara’s book *Wilson’s Ghost*, co-authored with James Blight, and in the book by James Blight and Janet Lang that accompanies the film. The film features a notably successful case of empathizing: John Kennedy’s handling of the Cuban missile crisis. What got us out of the Cuban missile crisis and pulled us back from the brink—apart from “sheer dumb luck,” to use Dean Acheson’s memorable phrase—was JFK’s ability to empathize with Khrushchev, McNamara argues. Spurred on by U.S. Ambassador to the Soviet Union Llewellyn “Tommy” Thompson, Kennedy was able to successfully place himself in the shoes of the adversary and thus avert nuclear disaster. Thompson realized that Khrushchev almost certainly knew several days into the crisis that he had made a serious miscalculation in placing missiles in Cuba, and that he would be looking for some sort of face-saving way out of the crisis; successful resolution of the situation would therefore require a negotiated solution from which both sides could claim some sort of “victory.”
Conclusion
A Personal View

As we indicated in Chapter 1, it really is up to the student to make up his or her own mind about the relative merits of our two “meta-approaches,” situationism and dispositionism. What follows, then—as the chapter’s subtitle indicates—is merely a personal view of how one might reconcile the two, and students and teachers who genuinely want to make up their own minds wholly independently of me are of course welcome to skip this final chapter. Since the material that we have come to call “political psychology” has rarely been categorized consistently by most of its practitioners in the way we have done in this book, we are in some ways on our own in coming to conclusions on this issue. We are not entirely alone, however, since various political scientists (especially those in international relations) and psychologists (especially those influenced by attribution theory and social psychology generally) have reflected upon this issue in depth.

Situationism Versus Dispositionism Revisited

Some of you will already have made up your minds on the central issue of what contributes most to the causes of human behavior, the situation or the individual. Indeed, the author sincerely hopes that you have at least reached some tentative answer to this question already, since the entire book is designed to prompt you to do this. Some of you may even have become rather “partisan” on this issue by now. Whatever you have concluded, however, you should take into account some of the following as you finish this book.

First of all, in Part III it has to be said that we have not consistently seen situationism or dispositionism emerge as the clear “winner” across the limited range of empirical cases we have examined in this final section. The reader may have noticed that there is no consistently pro-disposition or pro-situation bias across the five empirical areas—terrorism, nationalism and ethnic conflict, race and tolerance, voting behavior and international relations—we have examined.
Though no attempt has been made to summarize everything written on each topic, an effort has been made to summarize current preferences and biases among scholars working within a particular subtopic as a whole.

What is perhaps most interesting is that scholars appear to be pulling in fundamentally different directions across the cases. In the psychological study of terrorism, analysts began by looking for a “terrorist personality,” but have almost uniformly turned away from what has been recognized as a fruitless search and are starting to favor approaches that stress the importance of situation. In the study of nationalism and conflict, both types of theory have predominated, but genocide in particular seems best explained by a mixture of dispositional and situational factors. When we came to look at both racism and intolerance and the study of voting behavior, on the other hand, we saw that the dispositions of individuals have traditionally been given more emphasis than situational forces. In international relations theory, on the other hand, situationism has been the dominant approach to explaining the actions of states, and psychological dispositions—while studied extensively—are rarely treated as a comprehensive approach in their own right. IR scholars have seemed not to know what to do with psychology, since it questions many assumptions made by popular models and “muddies” the search for parsimonious theories.

Second, and in related vein, the preceding point seems to suggest that the importance of situationism/dispositionism varies with the situation. On the one hand, there does appear to be a number of circumstances in which the environment or context surrounding the individual has been shown, at least under laboratory or experimental conditions, to exert a powerful impact on behavior. Many of these involve what Morton Hunt refers to in his popular history of the study of psychology as “closed cases” (issues that are no longer much studied because they involve findings which have been replicated so many times). In the Milgram and Zimbardo experiments in particular, social pressures and constraints which on their face look as if they should have only a weak influence on behavior turned out to play a fundamental role. Consider also the work of two social psychologists we have not so far discussed in this book, John Darley and Bibb Latané. The reader will recall that in Chapter 1 we referred to the murder of Kitty Genovese and what is known in social psychology as the “bystander effect.”

Darley and Latané’s work was directly inspired by this incident, in which no less than thirty-eight witnesses failed to come to the aid of a young woman being murdered outside their windows. The behavior of the bystanders provoked outrage at the time, and there were public calls for all thirty-eight to be arrested (or worse). As Lauren Slater notes, like everyone else Bibb and Latané “wondered why no one had helped. Was it apathy, or were there other psychological forces at work? Darley recalls hunkering down for a while to focus on
this singular, quite current event." Common sense suggests that out of thirty-eight people, at least one should have had the “moral fiber” to at least pick up the phone and call 911. Paradoxically, however, Darley and Latané found that it was precisely because there were thirty-eight people listening to what had happened that no one came to Genovese’s aid. The task of responding to her plight was shared by a large number of people—a factor Darley and Latané call the diffusion of responsibility—and everyone seems to have assumed that someone else would do something. Setting out to test this hypothesis—which they originally hammered out at an all-night party at which the topic of Genovese was being discussed—Darley and Latané set up an experiment which, like much other social psychological research of the time, involved a large measure of deception.

Rather cleverly, they led students to believe that they were involved in group discussions about personal problems, such as the difficulty of adapting to university life. Because talking about such problems can be embarrassing, these naive subjects were led to believe that they were talking to other students sitting in separate cubicles via an intercom. In reality, these naive subjects were listening to tape recordings of other students acting out roles in the “discussion.” Sometimes the subjects were told that they were involved in one-to-one discussions with only a single person, sometimes there were supposedly three people involved, sometimes four, and so on, but in all cases they were actually only listening to pre-recorded tapes. The first recording, moreover, was always the same: it was the voice of a student that tells of the stress he is undergoing at university and the fact that he suffers from epileptic fits. In reality, this was of course a student acting out the part (interestingly the voice was that of Richard Nisbett, then a graduate student at Columbia University and in later life a leading situationist and attribution theorist).

After a short while, the voice of the student on tape would begin to sound frantic and incoherent, as Nisbett convincingly played out the part of someone having an epileptic seizure. Of the subjects involved in the one-to-one condition—that is, where the naive subject thought that he or she was the only person around who could help—an impressive 85 percent reported the seizure immediately and sought help. However, when the subject was led to believe that he was in a discussion with five other people, only 31 percent sought the assistance of the experimenter. Quite simply, the presence of others had socially inhibited the subjects in the latter condition from acting to assist the person supposedly in distress.

A few years later, Darley and Batson conducted an even more fascinating experiment by using divinity students to test the theory of the bystander effect, again using a classic piece of deception. In this study, the students were given the task of preparing a sermon on the parable of the “Good Samaritan,” in
which a kindly stranger passing by helps feed and clothe an injured man he has found in the street. There seems to have been a good deal of deliberate irony involved here on the experimenters’ part, but they also rather neatly stacked the deck against their own hypothesis by using individuals with a presumably strong religious disposition as subjects. Could these individuals be placed in a situation where they “forgot” these values and where the demands of the situation effectively took over? What if the students were asked to prepare a sermon on this parable and hence were primed to have it in their minds as they confront an “injured man” in real life? This is exactly what Darley and Batson did, but they added a complicating situational factor: time pressure.

“Don’t be late” is one of the simplest rules of social etiquette there is, but on an intuitive level most people imagine that it is not as powerful in its effects as moral beliefs or values are. But this expectation was confounded in the study. Some students were given strict time limits to complete the sermon, while others were told they had plenty of time to do the work. The experimenters further arranged for all of the subjects to pass by an “injured” person (in reality, of course, an actor playing the role). Against most people’s expectations but not of course their own, they found that social pressure proved more important than dispositions when the student was in a hurry to complete the work, but that dispositions were more important for those with time on their hands. By and large, only the latter proved to be “Good Samaritans.” Sixty-three percent of those in the “low hurry” condition offered help, as opposed to only 10 percent of those in the “high hurry” condition.8

The ability of the situation to override moral values is especially clear in experiments like these, and since we are almost never free of social pressures of some sort—unless, like “Unabomber” Ted Kaczynski, we choose to live like a hermit—one might expect that situations reign supreme under most or all conditions. On the other hand, there are areas in which the “determining force” of situations has probably been greatly overemphasized. In international relations theory in particular, as we saw in the previous chapter, leaders have too often been seen as responding “rationally” to supposedly unambiguous cues provided by the informational environment, and political psychology has failed to develop its own theory of international relations (or, at least, a theory which is recognized and accepted by other scholars in the field as being a theory of international relations). We have also seen a variety of circumstances where people’s dispositions do play a more critical role than the situation they find themselves in.

What is it that makes the difference? What kind of situations seem to bring out the importance of an actor’s dispositions relative to the situation? We cannot simply conclude that “it depends,” and then leave it at that, since the reader is entitled to some sort of answer to the question of what it depends on.
First of all, it is tempting to conclude that situationism accounts for mass behavior and dispositionism for the behavior of elites. Perhaps ordinary people are especially susceptible to situational pressures, while elites “know better.” This would in my view be an erroneous conclusion to reach given the material presented in this book, however. After all, scholars of voter choice have consistently relied on dispositionist theories since at least the 1960s, as do many theorists of racial prejudice and tolerance. As we saw when we examined groupthink, moreover, elite decision-makers—and even “the best and the brightest”—seem to be no less susceptible to social pressures than ordinary people. There is unquestionably a divide within political psychology between those who study mass behavior and those who study elites, but (inconveniently for us) it is not a clean situationist/dispositionist divide.

Another answer might be that situationism accounts for behavior which is aberrant or “evil,” while dispositions account for altruistic, desirable, or “good” behaviors. In his book *The Lucifer Effect*—fast becoming recognized as the major statement of the situationist view in political psychology—Philip Zimbardo argues that we ignore the lesson of situationism at our peril. That lesson, he says,

should have been taught repeatedly by the behavioral transformation of Nazi concentration camp guards, and of those in destructive cults, such as Jim Jones’s Peoples Temple, and more recently by the Japanese Aum Shinrikyo cult. The genocide and atrocities committed in Bosnia, Kosovo, Rwanda, Burundi, and recently in Sudan’s Darfur region also provide strong evidence of people surrendering their humanity and compassion to social power and abstract ideologies of conquest and national security. Any deed that any human being has ever committed, however horrible, is possible for any of us—under the right or wrong situational circumstances.

Zimbardo’s book is about the psychology of evil, and situational factors have certainly been strongly implicated in the literature on terrorism and ethnic conflict, for instance. However, like most social psychologists Zimbardo would also accept that situational forces can be responsible for socially desirable behaviors as well; the application of these theories to aggressive and other socially damaging behaviors is probably an artifact of the understandably greater concern that researchers have to explain (and help avoid) these behaviors. Equally, it is difficult to explain the leadership behavior of someone like Adolf Hitler without analyzing his dispositions, so the simple notion that “situationism explains the desirable and dispositionism the undesirable” cannot plausibly be the answer either.
Where does this leave us? One clue to this puzzle again comes from Darley and Latané’s research. When we are making decisions alone rather than in a group—that is, when situational pressures are largely absent—this seems to elevate the importance of dispositions. Consider the 85 percent who respond immediately to Richard Nesbitt’s “seizure,” for instance. Darley and Latané also ran a famous “smoke-under-the door” experiment, in which subjects were asked to sit in a room and fill out a questionnaire. The experimenters then arranged for smoke to pour into the room through a vent. When the subject was alone, he or she almost always reported the incident immediately. But Darley and Latané also set up a group situation in which the naive subject was placed in the room together with a number of actors, who had been instructed beforehand to completely ignore the smoke. Amazingly, 90 percent of the naive subjects disregarded it as well in the group situation, even to the point where the smoke in the air got so thick that visibility became difficult and people began to cough and choke. Similar conformity effects were observed in Asch’s line experiments, and Darley and Latané’s finding is reinforced by the group variations in Milgram’s obedience experiments as well.

The implication of all of this is clear: the absence of group or social pressure enhances the role of dispositions. Although we are of course susceptible to media effects and the surrounding environment, the choice of whom to vote for (in a genuine democracy, at least) is essentially a solitary exercise, our own business conducted in the secrecy of the voting booth. Depending in part on how they organize their staff and on how susceptible they are to the opinions of others, a leader’s eventual decision also is theirs to make and no one else’s. The phrases “it’s lonely at the top” and Harry Truman’s “the buck stops here” capture this notion of the solitary decision-maker at the pinnacle of the political structure.

While this is certainly one factor, there has to be more to it than this of course. Ole Holsti has provided an exceptionally useful list of conditions under which individual leaders “matter” in foreign policy decision-making, but we can extend many of these factors to other situations as well, such as mass decisions about voting and tolerance. This is in effect a list of the conditions under which dispositions make a difference:

1 “Nonroutine situations that require more than merely the application of standard operating procedures and decision rules; for example, decisions to initiate or terminate major international undertakings, including wars, interventions, alliances, aid programs, and the like.” Novel situations that are in many respects quite unlike conditions we have faced before greatly enhance the capacity for individual dispositions and judgments to make a difference, for the simple reason that there are no established expectations—social, organizational,
or the like—dictating the kind of response called for. In foreign policy, the Cuban missile crisis provides an excellent example. In October 1962, there were no established “rules” as to how one goes about dealing with a nuclear crisis in which each side was slowly being drawn into a potentially deadly confrontation. In creating the ExComm, President Kennedy broke the mold of established bureaucratic decision-making, conscious that what bureaucratic routines and standard operating procedures existed might well pull the United States into war.13

2 “Decisions made at the pinnacle of the government hierarchy by leaders who are relatively free from organizational and other constraints—or who may at least define their roles in ways that enhance their latitude for choice.” The analog to this, as we have mentioned already, is Darley and Latané’s “two-person” condition and Asch’s sole decision-maker, estimating lines without the social pressure of being in a group. In elite decision-making, this is the “lonely at the top” situation referred to above. In mass judgments, we are obviously not dealing with individuals who stand at the pinnacle of a political structure, but we can broaden Holsti’s point here to include any situation in which the individual is relatively free from the social and environmental pressures that might “preordain” their decision-making one way or another. In other words, the operative factor here is relative freedom from what Holsti calls simply “constraints.”

3 “Long-range policy planning, a task that inherently involves considerable uncertainty and in which conceptions of ‘what is,’ ‘what is important or likely or desirable,’ and ‘what is related to what are likely to be at the core of the political process.’ “ This is obviously a factor that applies mostly to elite decision-makers, but in mass decision-making it might be relevant too where the individual must make long-range estimates of what is likely to occur in the future.

4 “When the situation itself is highly ambiguous and is thus open to a variety of interpretations. Uncertainty may result from a scarcity of information; from information of low quality or questionable authenticity; or from information that is contradictory or is consistent with two or more significantly different interpretations, coupled with the absence of reliable means of choosing between them.” Ambiguity, contradictory, and high-uncertainty situations almost certainly promote the use of dispositions in decision-making.14 Going back to Chapter 1 and the famous “burning building scenario,” we asked (somewhat rhetorically) whether we need to study the dispositions of those who run for the exits as a building erupts into flame. This is a highly unambiguous situation: it is clear to all what we must do in order to preserve our own lives. We also noted, however, that relatively few situations in politics are analogous to the burning building, in the sense that reasonable and perfectly intelligent people can look at exactly the same situation and draw different
conclusions from it. Such ambiguous situations evoke the dispositions of the person confronting them, and we observe a relatively high degree of variation in individual responses. Just as many foreign policy decisions involve highly ambiguous situations, so too does the act of voting and the cognitive and emotional judgments that precede it. During the 2008 primary season, for instance, we saw a high degree of variation among Democrats, but even more notably amongst Republicans, in their judgments of who would make the best “standard bearer” for their respective parties. Judgments such as these are highly idiosyncratic and subjective, relying as they do on estimations of the probability that party candidate A will have a better chance than party candidate B of winning the eventual presidential election, estimates of how likely it is that a given candidate will represent one’s own beliefs if elected, and other intangibles.

“Circumstances of information overload in which decision-makers are forced to use a variety of strategies (eg queuing, filtering, omission, reducing categories of discrimination to cope with the problem).” As we have seen, decision-makers of all kinds seem to rely on a whole range of cognitive short cuts such as stereotyping, the use of schemas and analogies, and satisficing. Many of these were discussed in Chapter 9, but one important short cut we have not so far discussed is the so-called “drunkard’s search.” As Robert Jervis has shown, many of the theories that suggest that decision-makers are cognitive misers can be subsumed under the well known principle of the “drunkard’s search.” This story is about a drunkard searching for his lost house keys under a street light. A passerby offers to help and asks where the drunkard lost the keys. The drunkard replies that the keys were lost in a dark alley nearby. This puzzles the passerby, who not unnaturally then asks the man why he is not searching where he dropped the keys. The drunkard replies, “the light is better here.” The lesson is that decision-makers may look for evidence in psychologically convenient places rather than in the most likely places or where common sense would dictate, even in the face of critics questioning what they are doing. This is also evident in the study of social science, with its evident concentration on what appears to be quantifiable, rather than what is unclear or uncertain.

Though there is obviously still much we do not know about the U.S. decision-making process regarding the invasion of Iraq in 2003, it may well provide a classic illustration of this psychological phenomenon. The CIA’s intelligence suggested that Saddam Hussein had little or nothing to do with 9/11, and as is now well known it pointed rather more clearly towards Afghanistan and Saudi Arabia. For various reasons, an attack on Saudi Arabia was deemed out of the question; moreover, both Defense Secretary Donald Rumsfeld and his deputy Paul Wolfowitz felt that Iraq
offered “better targets” than Afghanistan. Bob Woodward discovered that Wolfowitz “worried about 100,000 American troops bogged down in the notoriously treacherous mountains six months from then. In contrast, Iraq was a brittle oppressive regime that might break easily with an opposition yearning to topple Saddam.” As Richard Clarke relates, at one of the first meetings on the afternoon of September 12, 2001:

Rumsfeld was saying that we needed to bomb Iraq. And we all said [. . .] no, no. Al-Qaeda is in Afghanistan. We need to bomb Afghanistan. And Rumsfeld said there aren’t any good targets in Afghanistan. And there are lots of good targets in Iraq. I said, “Well, there are lots of good targets in lots of places, but Iraq had nothing to do with it.” Initially, I thought when he said, “There aren’t enough targets in—in Afghanistan,” I thought he was joking. I think they wanted to believe that there was a connection, but the CIA was sitting there, the FBI was sitting there, I was sitting there saying we’ve looked at this issue for years. For years we’ve looked and there’s just no connection.

6 “Unanticipated events in which initial reactions are likely to reflect cognitive ‘sets.’ ” The Iran hostage crisis was in many ways unprecedented, and largely unanticipated by most of the members of the Carter administration, as apparently was the Islamic revolution that preceded it. Historically, it was exceptionally rare for a host government to condone the seizure of a U.S. embassy, and there were no established procedures in place for dealing with such a situation.

7 “Circumstances in which complex cognitive tasks associated with decision-making may be impaired or otherwise significantly affected by the various types of stresses that impinge on top ranking-executives.” Research on the impact of stress on decision-making indicates that a small amount of stress actually improves the decision-making process while a large amount tends to reduce the quality of that process, but it is again plausible to assume that emotional and cognitive short cuts may be especially important under this condition as well.

Streamlining these factors, one could say that novelty, ambiguity, and uncertainty in general—paired with the relative absence of social or situational pressures on decision-making—all seem to enhance the importance of dispositionism. To those who prefer simple, clear-cut answers—“situationism explains political behavior” or “dispositions always win out over situations”—the conclusion we have reached here may seem unsatisfactory, even wishy-washy. However, in the author’s view the argument that both play a role is an inescap-
able one; there is simply too much evidence (from social psychology in particular) that some situations elicit relatively standard, uniform behaviors, and too much evidence (mainly from cognitive psychology) that our dispositions do matter in other circumstances for us to offer a simplistic answer to the question that has animated this book.
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